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ABSTRACT

Laser-produced pair jets possess unique characteristics that offer great potential for their

use in laboratory-astrophysics experiments to study energetic phenomenon such as rela-

tivistic shock accelerations. High-flux, high-energy positron sources may also be used to

study relativistic pair plasmas and useful as novel diagnostic tools for high energy density

conditions. Copious amounts of positrons are produced with MeV energies from directly

irradiating targets with ultraintense lasers where relativistic electrons, accelerated by the

laser field, drive positron-electron pair production. Alternatively, laser wakefield accelerated

electrons can produce pairs by the same mechanisms inside a secondary converter target.

This dissertation describes a series of novel experiments that investigate the characteris-

tics and scaling of pair production from ultraintense lasers, which are designed to establish

a robust platform for laboratory-based relativistic pair plasmas. Results include a sim-

ple power-law scaling to estimate the effective positron yield for elemental targets for any

Maxwellian electron source, typical of direct laser-target interactions. To facilitate these

measurements, a solenoid electromagnetic coil was constructed to focus emitted particles,

increasing the effective collection angle of the detector and enabling the investigation of pair

production from thin targets and low-Z materials.

Laser wakefield electron sources were also explored as a compact, high repetition rate

platform for the production of high energy pairs with potential applications to the creation

of charge-neutral relativistic pair plasmas. Plasma accelerators can produce low-divergence

electron beams with energies approaching a GeV at ∼Hz frequencies. It was found that,

even for high-energy positrons, energy loss and scattering mechanisms in the target create a

fundamental limit to the divergence and energy spectrum of the emitted positrons.

The potential future application of laser-generated pairs was considered by exploring

the feasibility of radiographing an imploding inertial confinement fusion capsule at ignition-

relevant conditions. For an in-flight areal density of 0.02–0.2 g/cm2, currently available

positron sources can make density and spatial measurements of deuterium-tritium fuel cores

where additional complications of full-scale experiments are expected to reduce the measure-

ment sensitivity.
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CHAPTER I

Introduction

1.1 Dissertation Motivation

Positron-electron pairs are ubiquitous within energetic astrophysical events where phe-

nomena such as stellar mergers and hypernovae are thought to create and destroy these

matter-antimatter pairs near shock fronts of the expanding radiation. Much of the detailed

physics of this “fireball” model of gamma ray bursts are experimentally unverified and rely

on astrophysical observations. Relativistic positron-electron jets have the ability to recreate

such shocks where direct probes of their formation, growth, and dissipation can help answer

questions such as: are these astrophysical shock fronts the origin of ultra-energetic cosmic

rays and nonthermal radiation from gamma ray bursts?

A great deal of work has been accomplished towards the goal of using positron-electron

pairs in laboratory astrophysics experiments. The primary limitation, however, is the spatial

scale (∼cm) and densities (1013–1017 cm−3) necessary to form shocks within the laboratory.

Standard terrestrial sources of positrons are radioisotopes that continuously emit isotropic

positrons through the nuclear β-decay process at subrelativistic energies. The subsequent

collimation and acceleration of these positrons involves a large investment in hardware to

be effectively utilized. The maximum flux from such sources can exceed 1015 positrons per

second, corresponding to densities of 104 cm−3 if fully collimated into a 1 cm beam. For some

accelerator-based high energy physics facilities, positrons are produced by first accelerating

electrons to highly relativistic energies and directing them into a converter target. Positron-

electron pairs are created when high energy bremsstrahlung photons or initial electrons
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interact with target nuclei. The primary energy loss mechanism for photon with energy

above a few MeV is pair production and the majority of the positrons produced in these

converter target platforms are formed in this manner. This procedure was used by the

Stanford Linear Collider [1], where a positron beam with densities up to 1013 cm−3 in a

1 mm2 spot could be generated, but necessitated using the entire 3.2 km accelerator.

The limitations of these sources to produce high-density relativistic pairs are overcome by

using lasers to generate positrons. First reported by Cowan et al. [2], using the Petawatt laser

at Lawrence Livermore National Laboratory, a few hundred positrons were observed from the

direct laser illumination of a gold foil, marking the first time laser energy was converted to

antimatter. Soon after, positrons were generated from a table-top laser wakefield accelerator

where relativistic electrons were directed into a lead target producing an estimated 106

positrons per laser pulse [3]. With the commissioning of several petawatt-class lasers around

the world and the proliferation of high repetition rate wakefield accelerators, laboratory

astrophysics experiments using laser generated pairs became a viable platform, primarily

due to the favorable yield scaling with laser intensity.

Two of the first next-generation, near-petawatt class lasers came online between 2006 to

2008 and demonstrated the ability of producing copious amounts of antimatter. The initial

study, performed at the Titan laser [4] at the Jupiter Laser Facility at Lawrence Livermore

National Laboratory, showed that 1010 positrons per steradian can be produced with positron

densities inside the target approaching 1016 cm−3, the highest ever in a laboratory [5]. A

followup experiment, using the Omega EP laser [6] at the Laboratory of Laser Energetics

in Rochester, NY, produced an order of magnitude increase in positron yield while only

increasing the laser energy by a factor of three [7]. The relatively small angular distribution

and spot size produced an emitted pair jet with an overall density of 1015 cm−3 and a charge

ratio of electrons to positrons of 100. Further studies [8] reported a positron emittance

between 100–500 mm·mrad, within the limits to be used as the injector to linear accelerators,

and argued that the previously created pair jets constituted a relativistic pair plasma by

exceeding the number of pairs within a Debye sphere [9]. Recently, the collection of nearly

a decade of pair-plasma experiments, performed at three high-energy laser facilities, showed

that the positron yield scales as the square of the laser energy [10] and, if the scaling holds,
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the formation of shocks in the linear stage of Weibel instability growth (filamentation in

plasma flows) can be expected from a laser with 7 kJ of energy and the nonlinear growth

regime is achievable with a 22 kJ laser. The current generation of high-energy laser facilities

have anticipated capabilities of up to 10-13 kJ [11, 12] and, for the first time, laboratory

astrophysics experiments using laser-generated pairs will be possible in the foreseeable future.

Much of the effort to fulfill the technical needs for increased pair densities has been per-

formed using high-energy laser facilities. A complementary approach using high-intensity

lasers may be capable of creating charge-neutral relativistic pair plasmas, albeit at lower

densities. There has been a recent renewed interest in wakefield accelerated electrons as

a driver of pair production, where Sarri et al. [13] reported to have produced high den-

sity, narrow divergence positrons from a 25 TW, table-top laser. Subsequent studies at a

larger femtosecond laser claimed to create a charge neutral pair plasma where, using very

thick targets, the initial wakefield accelerated electrons were depleted and only the produced

positron-electron pairs escaped the target [14]. The price for charge neutrality, in this case,

is the reduction in pair density. The work by Sarri et al. raised questions about the funda-

mental limitations of creating near-collimated positrons, where the pair production process

and other scattering events, such as Coulomb collisions, imposes a non-negligible intrinsic

divergence to the particles. Additional experimental and modeling investigations (discussed

in Chapter IV and published in Ref. [15]) were warranted to verify and understand the claims

made in these studies.

Despite the recent advancements in understanding of pair generation via lasers, several

obstacles remain as unmet challenges for the successful design and implementation of future

experiments. Marginal improvements to the divergence characteristics can allow colliding

jets the interaction time necessary to proceed into nonlinear regimes. Building on initial

experiments performed by Hui Chen et al. [16], a particle collimating device was designed

and constructed (see Chapter V) to create a narrow divergence positron beam. Furthermore,

in the design of future laboratory astrophysics experiments, predictive capabilities of pair

generation from arbitrary laser and target configurations must be well known. Positron yield

for different target geometries and laser intensities [5, 7, 10] have been investigated, as well

as the high energy photon spectrum, which is primarily responsible for the generation of

3



pairs [17]. Pair production efficiencies from various target materials have not, until now,

been systematically studied.

This dissertation seeks to improve upon the general understanding of laser-generated

positron-electron pairs from both direct laser-target interactions and laser-wakefield sources,

as well as provide guidance to the planning of future laboratory astrophysics experiments.

1.2 Summary of Results

This dissertation presents experimental investigations of positron-electron pair generation

from ultraintense laser-matter interactions. These results complete the experimental phase

space necessary to design and implement laboratory astrophysics studies using relativistic

pairs. A laser wakefield accelerator was found to be a viable source of moderate density,

relativistic positrons where the fundamental limitation of creating narrow-divergence beams

was explored [15]. The material dependence of positron generation from direct laser-matter

interactions was found to have an effective scaling proportional to Z2, reduced significantly

from the analytic cross section scaling by attenuation in the target.

1.3 Outline

The structure of this dissertation is as follows: the physics of pair production and the use

of ultraintense lasers to produce pairs are presented in Chapter II; the design of experimental

facilities and diagnostics are discussed in Chapter III; the results of a study determining

the fundamental limitations to pair production using a laser wakefield electron source are

presented in Chapter IV; a study on the target material and thickness dependence on effective

positron yield is discussed in Chapter V; a study on the feasibility of positron radiography

is presented in Chapter VI; conclusions and future work is discussed in Chapter VII.
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CHAPTER II

Physics of Positron-Electron Pair Production

This chapter focuses on the theoretical basis of pair production using ultraintense lasers

and will focus on contextualizing the experiments, simulations, and results presented in the

later chapters. The physics of positron-electron pair generation is fundamentally linked to

the topic of energy loss in matter by electrons and photons, which in and of itself is a

large and active area of study. The dominant loss mechanisms, such as Coulomb scatter-

ing and bremsstrahlung, are discussed within this chapter. The theory and formulation of

laser absorption into relativistic electrons, which drives pair generation, and the subsequent

acceleration of positrons from the rear target sheath field are also presented.

2.1 Pair Production

Positrons are the antiparticle of electrons where each have a rest mass of me− = me+ =

511 keV/c2. When a positron and electron collide, the pair annihilates and their total energy

(rest mass energy plus kinetic energy) is converted into characteristic photons emitted in

an orientation that conserves momentum. In a center of mass rest frame, a positron and

electron annihilating typically produces two photons, emitted with opposite momentum and

an energy of 511 keV each. The reverse process, the creation of a positron-electron pair,

necessarily requires a minimum threshold energy of Eth = 2mc2 = 1.022 MeV.

In the context of an ultraintense laser-matter interaction, candidate particles that ini-

tiate pair production are limited tophotons, electrons, and ions. Due to a comparatively

large population of relativistic electrons, two processes (electron-ion and photon-ion colli-
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Ze

(a) (b)

Figure 2.1: (a) Feynman diagram for the direct (Trident) method of pair production and (b)
a real-space cartoon of the prEocess. The Trident process is so called from the
three-pronged appearance of the real-space cartoon.

sions) have interaction probabilities significantly larger than the others. In the so-called

Trident process (electron-ion) an above-threshold electron scatters from a nuclear charge,

exchanging a virtual photon, which then decays into a positron-electron pair. In the Bethe-

Heitler process (photon-ion), an electron scattering from an ion produces an above-threshold

bremsstrahlung photon (real photon) that decays into a positron-electron pair at the site of a

second nuclear charge. The Feynman and real-space diagram of the Trident process is shown

in Fig. 2.1 with the Bethe-Heitler process (bremsstrahlung and pair production) shown in

Fig. 2.2. In each process, the photon decay into a positron-electron pair must be moderated

by a perturbative nuclear charge to conserve momentum as the electron cannot emit a real

photon while conserving energy and momentum without reducing its rest mass [18].

The relative occurrence of the Trident and Bethe-Heitler processes is governed by their

respective cross sections, σT and σBH , respectively, and scales linearly with the incident

particle flux. In general, for a geometry where a beam of particles is incident on a target,

the fractional probability is given by dP = σ n dt where n is the number density of the

scattering sites (ions in this case) and dt is the distance the particles traverses in the material.

The exact functional form of the cross section relies on a number of conditions. A basis

of understanding of the scattering events can be established by solving the Schrödingier

equation for an arbitrary waveform (the incident particle) with an inhomogeneous source
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electron state
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Ze
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Figure 2.2: Feynman diagrams for (a) bremsstrahlung emission and (b) photon-ion pair pro-
duction are shown. The two processes are very closely related; the pair produc-
tion interaction can be obtained by the substitution of an incoming electron with
an outgoing positron. A real-space cartoon of the process is shown in (c).

term (e.g., a scattering event) [19, 20]. A Green’s function approach, accepting any form

of the inhomogeneous driving term can be solved for the cases presented here, namely the

Coulomb potential between an ion and incident electron. The time-independent Schrödingier

equation is

− ~
2m
∇2ψ + V ψ = Eψ, (2.1)

or more succinctly,

(∇2 + k2
0)ψ = Q, (2.2)

where k0 ≡
√

2mE/~ and Q ≡ 2mV ψ/~2. Here, k0, E, and ψ are the wave number, kinetic

energy, and wavefunction of the incident particle, respectively, and V is the interaction

7



potential. Equation (2.2) has the form of the Helmholtz equation and has a solution of

G(r) = −e
ik0r

4πr
, (2.3)

where the general solution to the Schrödingier equation is given by

ψ(r) = ψ0(r)− m

2π~2

∫
eik0|r−r0|

|r− r0|
V (r0)ψ(r0)d3r0, (2.4)

centered at r0. The incident wavefunction, ψ0, is the solution to the homogeneous solution

(steady state). In this exact solution, however, and the ψ within the integral in Eq. (2.4)

requires that we already know the wavefunction. We now invoke the Born approximation,

which assumes that the potential V is weak and does not meaningfully change the incident

wavefunction. If the incident particle can be expressed as a plane wave then the first term

in the Born expansion is ψ(r) ≈ ψ0(r) = Aeik·r. For a particle traveling in the +z direction

encountering a finite extent potential centered at the origin,

ψ(r) ∼= Aeikz +
eikr

r

−me

2π~2

∫
ei(k0−k)·r0V (r0)d3r0︸ ︷︷ ︸

f(θ,φ)

, (2.5)

where the bracketed term, f , is defined as the scattering amplitude. By taking the absolute

square of the scattering amplitude, the probability of scattering into a given angle is

dσ

dΩ
= |f(θ, φ)|2 ∝ |V (r)|2 (2.6)

and defines the differential cross section. In the following sections, we address the three

relevant scattering interactions to both Bethe-Heitler and Trident pair production: (1)

bremsstrahlung emission; (2) pair production by a photon; (3) pair production by an elec-

tron. For each of these cases, the perturbative potential is the Coulomb potential between

the target ion and the incident particle,

V (r) =
1

4πε0

qiqt
r

(2.7)
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where qi, qt are the charges of the incident and target particle and ε0 = e2/(2αhc) is the

vacuum permittivity. It can be seen from this description that the cross sections will follow

the derivation dσ ∝ (qiqt)
2 = Z2e4 for cases (1) and (2), and dσ ∝ Z2e2 for case (3).

2.1.1 Bremsstrahlung Emission

Bremsstrahlung, a German word that translates directly to “breaking radiation,” refers to

the energy radiated by a charged particle under acceleration in a Coulomb field. A deflected

electron conserves energy by emitting a photon that obeys the relationship

E + k = E0, (2.8)

where E0 and E are the initial and final energy of the electron, respectively, and k is the

energy of the photon. The influence of the nucleus means that the momentum is not neces-

sarily conserved between electron and photon where the final energy of the photon can be

any continuous energy below E0. For nonrelativistic electron energies the bremsstrahlung

cross section can be solved exactly [21], yet for relativistic initial energies, which are the

only such interactions that pair production depends on, a solution is only possible using

approximation methods. The complicated nature of bremsstrahlung comes from the contin-

uous final energy of the electron. For each emission energy there exists a unique transition

matrix element between initial and final state of the electron. In the high energy limit, this

becomes computationally prohibitive where the number of states is ∼137E0/mc
2, such that

a 12 MeV electron has ∼3300 states with a transition matrix of 107 elements [22].

To reduce the computational overhead of bremsstrahlung cross section expressions, Born

approximation is used. These most faithfully represent the experimental data while also

being compact. However, ‘Born’ breaks down when the atomic number or electron energy

increases, as well as at the high energy photon tail when k/E0 → 1, where the wavefunction is

significantly altered by the perturbative potential. The approximations maintain an order of

magnitude agreement with experiments over nearly all conditions where, if further assump-

tions are chosen correctly, the errors approach only a few percent. A complete reference for

all bremsstrahlung calculation techniques are detailed in Koch and Motz [23]. The current
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Figure 2.3: Bremsstrahlung cross section for the relativistic Born approximation with nuclear
screening effect.

derivation will only present the Born approximation closest to the experimental working con-

ditions explored in this work in order to understand the dependencies on parameters such as

target material. The bremsstrahlung cross sections can be derived in differential forms with

respect to any combination of the relevant parameters: scattered electron energy; photon

energy; photon emission angle; electron emission angle. By integrating over these param-

eters, the total radiation cross section is calculated, dependent on only the initial electron

energy and material.

For the purposes of current study, only above-threshold photons are of interest, and so the

relativistic (E0, E, k � mc2), partially screened Born approximation is chosen. Screening is

an important factor, as most of the source electrons will not be above the critical energy for

complete screening (∼30 MeV for gold). The approximate screening assumption accounts

for the finite size of the electron-ion Coulomb potential,

Vscreened =
1

4πε0

Ze2

r
exp(−r/a).

This Born approximation has a differential cross section with respect to photon energy of
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[24]

dσk =
2

137

Z2e4

m2c4

dk

k

{[
1 +

(
E

E0

)2

− 2

3

E

E0

](
lnM + 1− 2

b
tan−1 b

)
+
E

E0

[
2

b2
ln(1 + b2) +

4(2− b2)

3b2
tan−1 b− 8

3b2
+ 2/9

]}
(2.9)

where

b =

(
2E0EZ

1/3

111k

)
; and M =

[(
k

2E0E

)2

+

(
Z1/3

111

)2
]−1

.

The numerical calculation of this cross section is shown in Fig. 2.3 for initial electron energies

within the range produced by ultraintense lasers, normalized to the atomic number of the

target material. In the relativistic case, the angular emission is centered around the initial

electron trajectory with a cone angle of θk ' γ−1 = mc2/E and expressed as [25]

d2σk =

[
3

2π
γ2 (1 + γ4θ4)

(1 + γ2θ2)2

]
dσkdΩ. (2.10)

For 5 MeV electrons, the bremsstrahlung cone angle is θk ' 5.3◦ and decreases to θk ' 1.5◦

for Ee− = 20 MeV.

2.1.2 Pair Production by Photons

As visually shown in Feynman diagrams in Fig. 2.2, bremsstrahlung and pair produc-

tion are very closely related and the considerations in calculating the cross sections are

nearly identical. In any Feynman diagram, the electron can be replaced by a negative en-

ergy positron moving backwards in time. With appropriate substitutions of the incident

and scattered particles, the differential pair production cross section will be equivalent to

Eq. (2.9). The conversion follows as

Particle Energy

Incident e− → e+ E0 → −E+

Scattered e− → e− E → E−
Created photon → photon k → k

where a phase-space ratio of E+dE+/(k
2dk) term is necessary to relate the differential pho-
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Figure 2.4: Pair production cross section for the relativistic Born approximation, plotted
against the fractional kinetic energy the positron retains from the incoming pho-
ton. The pair creation threshold requires that photons carry at least 2mc2 of
energy.

ton energy to particle energy. The pair production cross section for the relativistic Born

approximation with atomic screening is given by [26]

dσe+/e− =
2

137

Z2e4

m2c4

dE+

k3

{[
E2

+ + E2
− +

2E+E−
3

](
lnM + 1− 2

b
tan−1 b

)
−E+

[
2

b2
ln(1 + b2) +

4(2− b2)

3b2
tan−1 b− 8

3b2
+ 2/9

]}
(2.11)

where

b =

(
2E+E−Z

1/3

111k

)
; and M =

[(
k

2E+E−

)2

+

(
Z1/3

111

)2
]−1

.

The angular distribution of pair creation similarly follows from bremsstrahlung where θe+/e− '
γ−1 = mc2/E+. The pair production cross section is shown in Fig. 2.4 for a selection of in-

cident photon energies.

For the Bethe-Heitler process, the number of pairs produced within a target of marginal

thickness, dt, is a function of the incident number of photon, Nk, where the fractional yield

can be expressed as dPBH = Nkniσe+/e−dt. The number of the bremsstrahlung photons

created by a single electron can be expressed in a similar form as dPk = niσkdt. For the
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Figure 2.5: Radiation Length for various elements Z = 2–92 in units of g/cm2 (dots) and
normalized to the standard densities in units of cm (squares).

moment, if we are not concerned about the cross section energy dependence, the Bethe-

Heitler yield scales as

dPBH ∝ n2
i dt

2Z4, (2.12)

given the material dependence of Eq. (2.9) and (2.11).

A more precise estimate of pair production begins by considering an approximate expres-

sion for the bremsstrahlung intensity, as only the above-threshold photons contribute. The

objective here is to show the scaling dependencies of experimental parameters to reasonable

accuracy. To this effect, a complete screening approximation is used for its compactness and

error within an order of magnitude [23, 27, 28] and is given in terms of the target’s radiation

length. The radiation length unit is a very helpful measure, denoting the mean distance

over which a high energy electron will lose all but 1/e of its energy, as well as 7/9th of the

mean free path of a photon before pair producing (another consequence of bremsstrahlung

and pair production being linked). The radiation length of a material, X0, is shown for all

elemental materials in Fig. 2.5, and given by [29]

1

X0

= 4αr2
0

NA

A

{
Z2 [Lrad − f(Z)] + ZL′rad

}
, (2.13)
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where f(Z) = (αZ)2[(1 + (αZ)2)−1 + 0.20206 − 0.0369(αZ)2 + 0.0083(αZ)4 − 0.002(αZ)6],

Lrad = ln(184.15Z−1/3), L′rad = ln(1194Z−2/3), and r0 is the classical electron radius.

A simple expression of the bremsstrahlung cross section, which best illustrates pair pro-

duction dependencies for cases of very high energy incident particles, is given as [28, 30]

[
dσk
dk

]
HE

=
A

X0NA

1

k

[
4

3

k/E0

ln [(1/(1− k/E0)]

]
. (2.14)

Normalized units are now used to simplify the following integrals where E, E0, k, are mea-

sured in units of mc2 and the target thickness is given by t in units of radiation length. The

intensity of the produced bremsstrahlung becomes

[Ik]HE = ni

∫
dt

∫
dσ

dk
dk

=
1

k

t∫
0

e−7/9(t−t′)dt′
E0∫
k

[
4

3

k/E0

ln [(1/(1− k/E0)]

]
dE, (2.15)

where first integral accounts for the attenuation in the target through a thickness (t − t′).
With additional approximations to the magnitude of the terms at the high energy limit, the

integrals can be evaluated to [28]

[Ik]
approx
HE =

1

k

(1− k/E0)4t/3 − e−(7/9)t[
7/9 + 4

3
ln(1− k/E0)

] . (2.16)

The Bethe-Heitler pair yield for a single electron of energy E0 can be expressed as

YBH =

T∫
0

dt

E0∫
2mc2

Ikσe+e−dk

so that

[YBH ]approx
HE =

E0∫
2mc2

σe+/e−

k
[
7/9 + 4

3
ln(1− k/E0)

] T∫
0

(1− k/E0)4t/3 − e−(7/9)tdkdt.
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The integration over target thickness can be performed exactly,

[YBH ]approx
HE =

E0∫
2mc2

σe+/e−

k
[
7/9 + 4

3
ln(1− k/E0)

]
{[

(1− k/E0)4T/3 − 1
4
3

ln (1− k/E0)

]
−
[

9

7

(
1− e−(7/9)T

)]}
dk,

and the substitution of f = −4
3

ln(1− k/E0) simplifies the expression to

[YBH ]approx
HE =

E0∫
2mc2

σe+/e−

k [7/9− f ]

{[
1− e−fT

f

]
−
[

9

7

(
1− e−(7/9)T

)]}
dk. (2.17)

Assuming that the full thickness of the target, T , is small, we can expand out the exponen-

tials, keeping the first three terms, where the inner terms with T dependencies become

[
1− e−fT

f

]
−
[

9

7

(
1− e−(7/9)T

)]
=

[
1− (1− fT + 1

2
f 2T 2)

f

]
−
[

9

7

(
1−

[
1− 7

9
T +

72

92

T 2

2

])]
=

7

9

T 2

2
− fT 2

2
=
T 2

2

(
7

9
− f

)
,

such that as T → 0, the approximate pair yield is

[YBH ]approx
HE GGGGGA

T → 0

T 2

2

E0∫
2mc2

σe+/e−

k
dk, (2.18)

which follows from the scaling of the probability densities in Eq. (2.12). For the case with a

thick target, however, the exponential terms in Eq. (2.17) evaluate to zero, and after some

algebra,

[YBH ]approx
HE GGGGGGGA

T →∞

E0∫
2mc2

9

7f

σe+/e−

k
dk. (2.19)

The independence of target thickness on pair yield at the infinite limit is to be expected

since in this case, all initial electrons have depleted their energy in the first few radiation

lengths of the target and no additional gain is possible from these primary particles by

increasing the target thickness. In physical units, the target thickness scaling of Eq. (2.18)
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is (T/X0)2 ∝ (Z2 + Z)2, which is consistent with out previous assumption that the Bethe-

Heitler pair yield scales as Z4.

2.1.3 Pair Production by Electrons

Trident pair production, or the creation of leptonic pairs (electron-positron here) by

virtual photons in Coulomb fields, is not expected to play a large roll within the context of

thick target, laser-produced pairs since radiative energy loss dominates electron dynamics.

In cases of thin targets, however, Trident becomes an appreciable component of the total

pair yield. The experiments performed in this study do not explore this thin-target regime,

where we include a discussion of pair production by electrons for completion and to compare

the dominance of Bethe-Heitler process over Trident.

The Trident pair production process was first considered by Bhabha [31] and is often

approximated by the Bhabha cross section. Numerically evaluated descriptions have been

offered that significantly reduce the uncertainties in the MeV energy range [32, 33]. From the

results discussed earlier, we expect that the interaction cross section will have a proportional-

ity of Z2 since the scattering occurs in the nuclear Coulomb field. For electrons with energies

away from the creation threshold, 2mc2, the total Trident cross section is approximated by

σeZ =
28

27π

(
Ze2

137mc2

)2

ln3

(
E0

mc2

)
, (2.20)

where E0 is the incident electron energy. Comparing this result to the Bethe-Heitler cross

section, using a relativistic unscreened point nucleus approximation, gives

σe
−−Z
e+/e−

σk−Ze+/e−
=

(
Zr0
137

)2 28
27π

ln3
(
E0

mc2

)
Z2r0
137

[
28
9

ln
(

2E0

mc2

)
− 2

27

] ≈ 1

3π

1

137
ln2

(
E0

mc2

)
, (2.21)

where the photon pair production is always more probabilistic for a given initial energy.

Between 10–100 MeV, Eq. (2.21) ranges from 0.007–0.02. It is clear from these cross sections

that photo-production of pairs is more efficient by about two orders of magnitude.

The pair yield from each process is shown in Fig. 2.6 for two high-Z elements, tantalum

and gold, where the quadratic dependence on target thickness is observed for the Bethe-
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Figure 2.6: Analytic comparison between Trident and Bethe-Heitler pair production pro-
cesses for tantalum and gold using a 10 MeV exponential electron spectrum
as the source input. As the target thickness increases, Bethe-Heitler overtakes
Trident at a thickness of deq.

Heitler and linear dependence for Trident. The thickness at which the two pair production

processes contribute equally, deq, is on the order of 40-50 µm for a 10 MeV exponential

electron source. The material dependence of the equivalent thickness is due to the roughly

20% difference in their radiation lengths. This equivalent thickness result is consistent with

previous numerical studies [34], where it was found that for a 4 MeV electron temperature

in gold, deq = 20 µm.

2.2 Electron Acceleration Mechanisms of Ultraintense Lasers

Both the Bethe-Heitler and Trident pair production mechanisms rely on initialized rela-

tivistic electrons to drive the respective reactions. These electrons can be created by many

acceleration mechanisms where here, we have defined our scope to investigate pair production

using ultraintense lasers. This platform has intrinsic advantages for not only the creation,

but also the utilization and application, of the resulting relativistic pair plasma.

The working definition of an ‘intense’ laser is one that has an electric field intensity
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sufficient to field ionize a target atom. The atomic radius of most elements is on the order

of a few times the Bohr radius,

aBohr =
~

mcα
= 5.3× 10−9 cm = 0.53 Å, (2.22)

where α = 1/137 is the fine structure constant. Taking the minimum case of hydrogen, the

atomic electric field is

Ea =
1

4πε0

e

a2
Bohr

' 5.1× 109 V

m
. (2.23)

The field intensity to overcome the binding energy of the electron is then

Ia =
cε0
8π
E2

a ' 3.5× 1016 W

cm2
. (2.24)

For higher-Z elements, single electron ionization occurs at lower intensities due to screening

from the nucleus, allowing outer electrons to be removed more easily. The ionization of

inner-shell electrons of these nuclei requires higher intensities where a Ne7+ requires fields

of I ' 1017 W/cm2. In the case of a laser field, ionization of atoms begins significantly

below this intensity limit due to multiphoton absorption, which occurs at intensity of only

1014 W/cm2.

Achieving such high intensities is only possible using short-pulsed lasers. There have been

many significant advancements to laser technology since the first laser was demonstrated in

1960. While many pulsed laser systems exist, there are only three main classes of lasers ca-

pable of producing very high fields, up to 1022 W/cm2, which are in wide usage today. These

are generally grouped based on the active laser medium and the amplification processes: (1)

Neodymium glass (long pulse); (2) Nd:glass using chirped pulse amplification (short pulse);

and (3) titanium doped sapphire (ultrashort pulse).

Neodymium doped glass amplifiers were developed in the 1980’s and quickly became the

system of choice for high-power laser facilities. Their fundamental wavelengths are near

∼1 µm and have pulse lengths of ∼1 ns, reaching intensities of 1017 W/cm2. Chirped pulse

amplification, which is discussed further in Chapter 3.1, allowed the temporal compression

of Nd:glass pulses into ∼1 ps durations, inaugurating the “short pulse” laser regime, and
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pushed the intensity limits to 1021 W/cm2. “Ultrashort” lasers use a different active laser

medium, titanium doped sapphire (Ti:sapphire) which, at the forefront of the technology, can

produce pulses on the order of 10 fs. These lasers typically only have a few joules of energy

but can reach intensities above 1022 W/cm2. Unlike Nd:glass systems, however, Ti:sapphire

lasers can operate at repetition rates on the order of hertz instead of a few shots per hour.

The physics of depositing laser energy into a target changes significantly for each of these

laser systems, depending on the pulse duration and intensity. This study uses the later two,

and will focus on the energy conversion to relativistic electrons in the following sections.

2.2.1 Electron Acceleration in a Laser Field

The ultraintense laser regime begins when the electric field is large enough to drive

electron oscillation velocities approaching c. Following Gibbon [35], the Lorentz equation for

an electron in an electromagnetic field is

dp

dt
= −e (E + v ×B) . (2.25)

where v and p are the quiver velocity and quiver momentum of the electron with p = γmv

and γ is the Lorentz factor. The change in the potential energy of the particle is given by

d

dt
U =

d

dt
(γmc2) = −e(v · E). (2.26)

In the low energy limit of |v| � c, the term |v × B| � |E|, and the electron oscillates in

only the direction of the electric field. As |v| becomes appreciable to c, the magnetic field

imparts a longitudinal force on the electron. If we assume an incident plane wave traveling

in the positive x direction, where the electron is initially at rest, we can use the identities

E = −∂A

∂t
and B = ∇×A =

(
0,
−∂Az
∂x

,
∂Ay
∂x

)
(2.27)

such that the momentum perpendicular to the direction of propagation becomes

dp⊥
dt

= e

(
∂A

∂t
+ vx

∂A

∂x

)
,
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and results in

p⊥ − eA = p⊥0 = 0, (2.28)

where p⊥0 is the initial perpendicular momentum which was chosen to be at rest. Here, we

have assumed that the scalar potential is negligible and the electron’s electric field is much

less than the electric field of the incident EM wave. Combining Eq. (2.25) and Eq. (2.26),

dpx
dt
−mcdγ

dt
= −vy

(
dAy

dt
+
dAy

dx

)
− vx

(
dAz

dt
+
dAz

dx

)
= 0 (2.29)

since |A| = Ax. Integrating Eq. (2.29) gives

mc(γ − δ) = px, (2.30)

where δ is a constant of integration. At t = 0, δ = 1 since the electron is initially at rest

(px,t=0 = 0). Using the identity γ2 = 1 + (p2
⊥ + p2

x)/(m
2c2) = p2

x/(m
2c2) + 2px/(mc) + 1,

Eq. (2.30) becomes

px =
p2
⊥

2mc
=

(eAx)
2

2mc
= mc

a2
0

2
, (2.31)

where a0 is the normalized vector potential of the laser. For a laser of frequency ωL and

wavelength λL, the definition of a0 becomes

a0 =
e|A|
mc

=
e|EL|
ωLmc

=
eλL

2πmc2

√
2IL
ε0c

. (2.32)

As electrons in the laser focus are accelerated, the perpendicular and parallel momenta are

coupled according to Eq. (2.31) with a characteristic angle of emission given by

tan θ =
p⊥
p‖

=

√
2

γ − 1
. (2.33)

Also from Eq. (2.31), as the perpendicular momentum approaches mc, a0 ≈ 1 and defines the

relativistic regime of laser intensity. At laser wavelengths near 1 µm, the relativistic intensity

limit begins at IL ' 1018 W/cm2. The linear relationship between a0 and wavelength has

consequences to laser-to-electron energy conversion where, for applications such as inertial
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confinement fusion, it is favorable to minimize the production of energetic electrons. As

such, the third harmonic wavelength (3ω) is used, reducing the a0 of the laser, and therefore

the coupling into energetic electrons.

2.2.2 Ponderomotive Force

The ponderomotive force, defined as the time averaged force perpendicular to the direc-

tion of travel, is an important concept in laser-accelerated electrons. In the nonrelativistic

regime for a plane wave traveling in the +x direction, Eq. (2.25) becomes

∂vy
∂t

= − e

m
Ey, (2.34)

where the electric field can be Taylor expanded to

Ey ' E0 cosφ+ y
∂E0

∂y
cosφ+ . . .

with φ = ωLt − kx and k is the wavenumber of the laser. Solving Eq. (2.34) using the

first order approximation of Ey gives v
(1)
y = −eE0/mω sinφ, and y(1) = −eE0/mω

2 cosφ.

Here, |v(1)
y | is defined as the quiver velocity of the electron. The second order solution to the

equation of motion is

∂v
(2)
y

∂t
=
−e2

m2ω2
E0
∂E0

∂y
cos2 φ,

where the time averaged acceleration gives the ponderomotive force on the electron,

fp ≡
−e2

4mω2

∂E2
0

∂y
=
−2πe2

ε0mcω2
∇I. (2.35)

Since the ponderomotive force is proportional to the radial gradient of an incident laser

intensity, electrons will be preferentially accelerated from the highest intensity regions, which

is on-axis for Gaussian profiles.

In the relativistic regime when the |v ×B| term becomes non-negligible, the oscillatory

motion of the electron is converted through this term into parallel motion. This can be very

substantial, as we will see below, where in the case of a laser interacting with a bulk plasma,

21



the electrons can be thought of as an ensemble of current density, J.

2.2.3 Relativistic J×B Mechanism

When incident on a solid target the intrinsic intensity pedestal of the main pulse, typically

between 1010–1013 W/cm2, will ionize the front surface. The plasma pressure and resulting

heating causes ions to ablate at roughly the speed of sound calculated by

cs =

(
Z?kBT

mi

)1/2

' 3.1× 107

(
T

keV

)1/2(
Z?

A

)1/2
cm

s
, (2.36)

where kB is the Boltzmann constant, Te is the ensemble electron temperature, mi is the ion

mass, and Z? is the effective ion charge [35]. With an isothermal expansion, the density

profile exponentially decreases away from the surface with a characteristic scale length L =

csτL, where τL is the pulse duration of the laser. As the laser enters the density ramp of

the ablated volume, it encounters an electron density of ne = Z?ni = Z?Nρ/A, and drives

electron oscillations according to the ponderomotive force. The coherent plasma oscillations

are dependent on the electron density where

ω2
p = e2 ne

ε0m
(2.37)

is the plasma frequency of the free electrons. The incident laser will propagate though plasma

densities when ωL > ωp, above which the laser is reflected. The critical density (i.e., when

these frequencies are equal) is

nc '
1.1× 1021

λµm

cm−3, (2.38)

where λµm is the laser wavelength in units of microns. The density isosurface at nc is referred

to as the critical surface. The laser will penetrate beyond this density as an evanescent wave

and falls off exponentially with a characteristic length, referred to as the collisionless skin

depth. In the relativistic limit, the effective critical density is increased by a factor of γ and

can propagate within the overdense plasma region. This is due to the mass correction of

the electron with the increased inertia inhibiting a plasma current from forming to reflect

incident light.
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In the underdense volume (ne < nc) at the focus of the laser, regions of higher local

intensities will drive electrons in the forward direction nonuniformly, where |v×B| becomes

appreciable. This |J × B| electron acceleration is controlled by the ponderomotive force,

which must be accounted for in the relativistic regime. We begin with the equation of mo-

tion, where the velocity and electromagnetic fields have been substituted for the relativistic

momentum and vector potential, respectively, so that,

∂p

∂t
+

p · ∇p

γm
= −e

(
−1

c

∂A

∂t
−∇φ+

p×∇×A

γmc

)
. (2.39)

Taking the longitudinal component of the momentum, p‖, and using Eq. (2.28), the above

expression can be reduced to

∂p‖
∂t

= e∇φ−
[

(p · ∇p) + (p×∇× p)

γm

]
. (2.40)

Using the vector identity, 1
2
∇(p · p) = p× (∇× p) + p× (∇× p) and p · p = m2c2(γ2 − 1),

the force on an electron in the forward direction of the electromagnetic wave is then

〈
∂p‖
∂t

〉
= −mc

2

2〈γ〉∇〈γ
2 − 1〉. (2.41)

In the above expression, the brackets denote a temporal average over the frequency of the

wave. Physically, at the critical surface, electrons will experience a ponderomotive force

Fp ∝ ∇〈E2〉, where for a linearly polarized laser field, the longitudinal term is

fx =
−mc2

2〈γ〉
∂〈a2

0〉
∂x

(1− cos 2ωt) (2.42)

Since fx implicitly relies on nc/ne, the magnitude of the acceleration decreases as the elec-

tron density increases. Equation (2.41) can be rewritten in terms of the normalized vector

potential of the laser to be [36–38]

TPond = mc2

√1 +
ILλ2

µm

1.37× 1018
− 1

 (2.43)
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where IL is in units of W/cm2. This potential is the maximum energy that can be transferred

to the electrons via the ponderomotive force. If we take the energy gain for an ensemble

of the electrons in the field of the laser, then this potential can be used as an effective

temperature of the nonthermal electron population with an exponential distribution.

However, Eq. (2.43) relies on a very steep density gradient with decay lengths on the

order of a laser wavelength. If the density profile is an extended many times this, the

acceleration mechanism scales to much hotter temperatures than that of the ponderomotive

scaling. Particle-in-cell simulations reveal that the nonthermal electron temperature has an

effective scaling of [39]

TPukhov = 1.5 MeV ×
√

IL
1× 1018

. (2.44)

This is known as the Pukhov scaling and relies on the stochastic acceleration of electrons

within plasma channels in the underdense region where the laser self-focuses to very high

intensities.

2.2.4 Laser Wakefield Acceleration (LWFA)

A pulse of electromagnetic radiation in an underdense plasma leaves behind it a wake

caused by the ponderomotive force. If the (laser) pulse has as a radial Gaussian profile

with an intensity I(r) = ILe
−2r2/w2

0 , the electrons are expelled away from the axis, where

fp ∝ −∇I/nc and w0 is the radial spot size defined as the 1/e2 intensity limit. An electron,

initially at r = 0 will oscillate away from an area of higher electric field to lower field in

one half of a wavelength, λL, and cannot make the round trip in the second half from the

reduction in ponderomotive force on the wings of the intensity profile. The plasma wave, or

wake, has a phase velocity, vp, equal to the group velocity of the radiation in the medium,

vEM
g , where

vp = vEM
g = c

(
1− ω2

p

ω2

)1/2

(2.45)

and ω is the photon frequency with ωp is given by Eq. (2.37). The wake is efficiently created

when the driver pulse is less than the half length of the plasma frequency, LEM < πc/ωp,

otherwise the extended pulse will eventually destroy the coherence of the wake. For an

intense laser pulse, the interior of the wake becomes devoid of electrons where only bare ions
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Figure 2.7: The ponderomotive force of the laser creates a wake behind the pulse and expels
electrons to form an ion bubble. In an idealized scenario, the electrons make
circular orbits and oscillate from the restorative Coulomb force of the ions.

remain, having inertia too large to be affected by the rapid oscillation of the laser’s electric

field. The positive charge of the ion bubble electrostatically pulls the sheath of electrons

at the exterior towards the axis to complete a near-circular orbit. However, because of the

inertia mismatch between the ions, the electrons overshoot and the oscillation of the electrons

drive a many-period plasma wave after the laser has passed. A cartoon of this process is

shown in Fig. 2.7. The electric field in the wake can be estimated by Gauss’s law for a

uniform sphere of charge where E(r) = ener/3ε0. Electrons on a circular orbit only feel the

radial electric field whereas if an electron happens to be on-axis, displaced from the center of

the bubble and with nonzero longitudinal momentum, it will feel an accelerating potential

in the laser direction.

Suppose now that the electron’s longitudinal velocity matches the phase velocity of the

wake, the electrons would be trapped in the wake. This is the case for some non-circular

orbits which were caused by perturbations in the laser and plasma profiles at the leading

edge. The high concentration of electrons arriving back on axis from these non-circular

orbits, along with the ion bubble density, can support accelerating potentials of ∼500 kV

over half of the plasma period (the radius of the bubble) [40, 41]. For an electron density of

ne = 2× 1019 cm−3 the ion bubble radius is approximately πc/ωp = 3.7 µm, which gives an

an accelerating potential of ∼100 GeV/m.
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In order to capitalize on the full extent of the accelerating gradient, the wake must stay

intact for as long as possible, which is limited by the longitudinal extent of the laser focal spot,

depletion the laser energy, and the dephasing of the electrons from the plasma periodicity.

The focus of a laser in vacuum is limited to a few Rayleigh lengths, zR, before refracting

where zR = πw2
0/λ. However, the beam can be guided without expanding if traveling through

a medium with a radially parabolic index of refraction. The index of refraction in a plasma

is given by [42]

η(r) =
ck

ω
' 1− 1

2

ω2
p

ω2

[
1 +

∆nch
ne

r2

w2
0

+
∆n

ne
− a2

0

8

]
, (2.46)

where ∆n is the density depletion from the ponderomotive force and ∆nch is the plasma

channel density depression. Solving the paraxial wave equation with a2
0 � 1, a constant

radial spot size is can be produced when

∆nch =
4ε0mc

2

e2w2
0

, (2.47)

or if the laser is of relativistic intensity (a2
0 ≥ 1) the mass correction from the ponderomotive

acceleration gives the self-guiding conditions to be a2
0 & 32/(k2

pw
2
0) [43]. Using the definition

of a0 from Eq. 2.32, a power threshold for self-guiding results in

Pc =
nc
ne

8πε0m
2c5

e2
' 17

nc
ne
× 109 W. (2.48)

Matching the laser intensity and focal spot size is necessary for self-guiding and the creation

of the ion bubble where simulations have found the most stable bubble is formed when

kpR ' kpw0 = 2
√
a0, and creates a near-spherical wake when 2 < a0 < 4 [43]. For this

condition, the normalized laser vector potential can be rewritten as a0 ' 2(P/Pc)
1/3.

The energy supplied to the plasma to create the wake comes from the energy lost by the

laser. Since there is no appreciable absorption in the far underdense plasma, the number

of photons is conserved and the net energy loss comes from the red-shifting of photons to

longer wavelengths [44]. The group velocity of the laser, vg = ∂ω/∂k, is dependent on the

energy of the photons and the leading edge of the pulse, which drives the wake, slows in the

plasma effectively eroding away the tip of the pulse. The speed at which the laser ‘etches’
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is given by vetch = cne/nc, where the laser pump depletion length is determined by pulse

duration τ by

LPD '
(

c

vetch

)
cτ ' nc

ne
cτ. (2.49)

The depletion of the laser will alter the wake phase velocity away from the laser group

velocity such that vφ = vg − vetch = c(1− 3ne/2nc).

As the electrons are accelerated on axis, they begin to outrun the plasma wave, traveling

at vg < c, eventually making their way to the center of the bubble and maximizing the energy

gain. Beyond the r = 0 point of the bubble they decelerate or “dephase” away from the

acceleration region. If the electron speed is approximated as c, the distance it travels while

in the acceleration phase is R for a single bucket, which is related to the laboratory-frame

distance over which it travels before dephasing as [45]

Ldephase =
c

c− vφ
R =

2nc
3ne

R =

(
P

TW

)1/6(
1018 cm−3

ne

)4/3

mm. (2.50)

The dephasing and pump depletion lengths limit the laser-plasma interaction, where the

desired acceleration length is the maximum value of either, ideally matching both. The total

energy gain by an electron in the case of Ldephase > LPD is

Emax = e〈E〉Lacc = 1.7

(
P

100 TW

)1/3(
1018 cm−3

ne

)2/3

GeV, (2.51)

where we have assumed λL = 800 nm and 〈E〉 is the average linear electric field over the

dephasing length. According to Eq. (2.51), energy gain can be achieved by reducing the

electron density and increasing laser power. However, the combined factors of the self-

guiding condition (P > Pc) and the desire to create spherical wakes and limit the number of

plasma periods the laser fits into, constrains the experimental choices in designing a wakefield

accelerator. Typical ultrafast lasers have pulse durations of 30–60 fs at 800 nm, where a large

fraction of the rising edge of the pulse fits within the wake, and have 1–10 J of laser energy

corresponding to a power of ∼200 TW. If we choose a0 = 2, the plasma density corresponding

to the critical power for self-guiding is 1.5× 1017 cm−3, although the condition to efficiently

trap requires slightly higher densities [46, 47].
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It has been demonstrated in many experiments that for densities of 3–20 × 1018 cm−3

and various laser conditions, electron beams can be produced with energies up to 1 GeV.

These highest energy electrons come from the first bucket (∼10 fs) and have beam currents

of 1–100 pC. Such beams are potentially very useful as drivers of positron production since

the laser systems are typically small scale and have high repetition rates (∼1 Hz).

2.3 Passage of Particles in Matter

Electrons, positrons, and photons undergo many scattering processes and lose energy

while traversing a target where these dynamics have a large influence on the resulting pa-

rameters of laser-produced positrons. Here, we explore the dominant processes for each

particle in the moderately relativistic regime.

Light, charged particles (electrons and positrons) below a threshold energy primarily

lose energy through inelastic Coulomb collisions which ionize and excite atomic electrons.

Above energies of a few MeV for most materials, the dominant energy loss mechanism is the

emission of bremsstrahlung photons, where the total energy loss per unit pathlength can be

summarized by [30, 48]

1

ρ

(
dE

dx

)
total

=
1

ρ

(
dE

dx

)
collisional

+
1

ρ

(
dE

dx

)
radiative

. (2.52)

The radiative energy loss can be estimated using the bremsstrahlung cross section to be

(
S

ρ

)
rad

=
1

ρ

(
dE

dx

)
rad

=
NA

A

E0∫
0

k
dσk
dk

dk =
4r2

0α

β
NA

Z(Z + 1)

A
(E0 +mc2) ln

(
183

Z1/3
+

1

18

)
, (2.53)

where we have used the relativistic, complete screening expression as an illustration of the

material and initial energy dependence. An approximation for very high energy electrons

and positrons, (S/ρ)rad ≈ E0/X0, which has an accuracy of ∼15–30% between 20–50 MeV.

The collisional mass stopping power, (S/ρ)col, can be calculated given the cross section
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Figure 2.8: Collisional (dash-dot), radiative (dashed), and total (solid) energy loss for an
electron in gold. Mass stopping power data taken from Ref. [49].

for inelastic scattering [50],

(
S

ρ

)
col

=
2πr2

0mc
2NZ

β2A

[
ln

(
E2

0(E0/mc
2 + 2)

2I2
E

)
+ F (E0)− δ

]
, (2.54)

where IE is the mean excitation energy of the material, δ is a density correction factor, and

F (E0) = 1− β2 +
E2

0/8mc
2 − (2E0/mc

2) ln 2

(E0/mc2 + 1)2
.

The density effect becomes appreciable as the energy of the particle increases and the electric

field flattens and extends, which changes the interaction lengths of the collisions. There are

several theoretical models that accurately predict this density correction. The exact value

of IE is dependent on the electronic structure and molecular binding of the target material

and is very difficult to calculate theoretically, particularly for higher-Z materials where the

recommended values have changed over time [30, 48, 50]. In practice, IE is a free variable

of the stopping power experiment and is determined by proton and alpha-particle stopping

data. The Bethe equation, Eq. (2.54), has a logarithmic dependence on energy compared to

the linear relation of the radiative stopping power. The relative magnitudes of the collisional
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and radiative energy losses are shown in Fig. 2.8.

The reciprocal of the energy loss can be integrated to give the path length an electron

travels on its way to rest. The continuous slowing down approximation (CSDA) assumes the

energy loss events are not discrete, where a particle’s range is estimated by

RCSDA =

E0∫
0

(
S

ρ

)−1

total

dE, (2.55)

is not necessarily equal to the penetration depth of the particle since the integration includes

the transverse motion in the particle’s track. There are subtle but important differences

when considering particle energy loss for positrons and electrons. If screening of the nucleus

is taken into account, positrons, in contrast to electrons, feel an attractive pull towards the

electron cloud, reducing the effect of screening. This acts to increase the relative energy

loss for the positron. The ratio of the radiative energy loss of electrons to positrons has an

empirical scaling relation proportional to E0/Z
2 [51]. This extends the phase space in which

these differences are appreciable to low-energy and high-Z. For the case of a 1 MeV positron

and electron in gold, the ratio of radiative energy loss is 0.976, or a 2.4% difference.

Photon energy loss is dominated by the atomic photoelectric effect at low energies, inco-

herent scattering at moderately high energies, and pair production at very high energies. A

summary of all energy loss processes for photons in gold is shown in Fig. 2.9. As discussed

above, the focus of these studies are photons with energies greater than 2mc2. Near this

threshold energy, it is most likely that photons will Compton scatter (incoherent scattering

from valence electrons). Due to conservation of momentum, a scattered photon, emitted at

an angle θ will be downshifted in energy where the difference is energies is given by

1

k
− 1

k0

=
1− cos θ

mc2
or λ = λ0 +

h

mc
(1− cos θ), (2.56)

where k0 (k) and λ0 (λ) are the incident (scattered) photon energy and wavelength respec-

tively. The cross section of this interaction is given by the Klein-Nishina differential cross
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Figure 2.9: Photoabsoprtion cross section for gold for all relevant physical processes in
the range of 1 keV to 1 GeV. Data taken from NIST Photon Cross Sections
Database [52].

section,

dσ

dk
= πr2

0

mc2

k0

Z

(
1 +

k2

k2
0

)(
1− k sin2 θ

k0 + k2/k0

)
. (2.57)

Substituting the scattered photon energy in Eq. (2.56) into Eq. (2.57) gives [53]

dσ

dθ
= r2

0Z
1 + cos2 θ

2[1 + γ′(1− cos2 θ)]2

{
1 +

γ′2(1− cos θ)2

(1 + cos2 θ)[1 + γ′(1− cos θ)]

}
, (2.58)

where γ′ = k0/mc
2. Equations (2.57) and (2.58) are known as the Klein-Nishina formula

which give a measure of the relative probability of Compton scattered photons at a given

angle and energy.

The formulations of pair production at relevant energies were discussed in Chapter 2.1.2,

and will not be covered again, except to say that, as seen in Fig. 2.9, pair production by free

electrons is a factor of Z2 below that of the nuclear charge.

The scattering processes described in this chapter are heavily dependent on approxima-

tions of the cross sections. Parameterizing these processes can yield high-accuracy results
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Photons Electrons and Positrons Atomic
Photoelectric effect

Energy loss by ionization Fluorescence
Rayleigh scattering

Coulomb scattering Line radiation
Compton scattering

Bremsstrahlung Auger electrons
Bethe-Heitler pair production

Table 2.1: List of particle processes for the ‘Standard Physics List’ in Geant4. Only the
photon-ion (Bethe-Heitler) pair production process is included.

over a wide range of conditions. The coupled creation and transport problem of pair gener-

ation can best be modeled by a Monte Carlo code where here, we have chosen to use Geant4

[54, 55]. Geant4 is an object-oriented toolkit for the simulation of particles passing though

matter and managed by a collaboration which began at CERN (European Organization

for Nuclear Research) in 1993. Geant4, originally designed for high energy physics, has a

flexible 3D cartesian geometry and interchangeable physics packages based on the needs of

the simulation, extendable down to thermal energies. The physics models used have been

exhaustively benchmarked for all physics subcategories within electromagnetic and hadronic

interactions [56–58].

The “standard physics” package option are electromagnetic models optimized for accu-

racy above the absorption edges of materials (∼100 keV) up to the TeV energy level. All

scattering processes can be controlled independently with a comprehensive list of the individ-

ual physics components listed in Table 2.3. The cross section databases have been validated

for particle interactions with cold matter and do not have beam interactions such as space-

charge and collective effects. Although the front and rear surface of a target subjected to an

ultraintense laser is dominated by collective physics with high fields, the interaction within

the target can be reduced to particles traversing cold material. A Monte Carlo code such

as Geant4 is ideally suited to model this physics. The front surface, laser-matter interaction

physics was described in the previous sections, while the physics of the rear surface is covered

in the following.
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Figure 2.10: Schematic of sheath field development on the rear surface of a target. Relativis-
tic electrons stream through the target and create a charge imbalance where the
sheath electric field accelerates positive particles at the edges and rear target
normal direction.

2.4 TNSA Positrons

The large charge buildup and beam currents created in direct laser-target interactions

significantly affect the characteristics of emitted positrons. The main pulse of the laser inter-

acts with a preformed plasma near the critical surface and creates a large flux of relativistic

electrons with a conversion efficiency of 20–40% [59]. The target is nearly transparent to the

hot electron cloud that propagates beyond the rear side to create an electric field gradient

between the target and cloud. Positively charged particles on the surface of the target feel

this sheath potential and are accelerated into the electron cloud, reducing the field magnitude

over time. Because of the finite inertia of the electrons, the accelerated positive particles

eventually catch up and propagate together. This process is know as target normal sheath

acceleration (TNSA) [60] and was first used to describe the observation of high energy pro-

tons and ions from some the earliest experiments using relativistic laser intensities [61, 62].

A sketch of the process is shown in Fig. 2.10.

We can estimate, using a very simple model, the magnitude of the accelerating field, |E|,
by assuming a characteristic temperature of the hot electrons, Thot, and knowing the plasma

scale length, L, where

|E| = Thot

eL
. (2.59)
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The ponderomotive scaling for a laser operating at 1019 W/cm2 is Thot = 5 MeV. The plasma

scale length on the rear surface is given by hydrodynamic expansion of the ions and related

to the ion sound speed. A long scale length acts to inhibit acceleration from the electron

cloud where the most efficient TNSA occurs when the rear target surface has a steep ion

density gradient (i.e., at early times before the target blows down). Positron production has

a temporal duration on the order of the fast electron lifetime, which is approximately the

laser pulse length. At the tail end of a 1 ps laser striking a gold target, the scale length is

L = τcs = τ

√
ZThot

mi

= 14 µm, (2.60)

where mi is the ion mass. For this simple model, we can see that the TNSA acceleration

can reach up to a ∼MV/µm for short pulses and high electron temperatures. Positrons,

following very closely behind the hot electrons, exit the target before the sheath has time to

decay and is effectively accelerated by a static potential. This feature of positrons make the

mean energy of their energy spectrum a direct measurement of the peak sheath potential.

A more complicated model would take into account the rear plasma cooling, shape of the

density gradient, and the finite inertia of electrons compared to ions.

To demonstrate the complexity of the sheath field buildup and associated magnetic fields

of the particle currents, an example using the self-consistent particle-in-cell code LSP was

used to simulate an ultraintense laser incident on a thick gold target. A surrogate 10 ps

laser pulse produced an exponential electron distribution with 550 J of beam energy and

a temperature of Thot = 4.5 MeV. The electrons were initialized in the forward z direction

with unique temporal, angular, and energy components derived from a separate laser-plasma

interaction simulation. All electrons originated from a 5 µm spot size on the surface of a

1 mm diameter, 1 mm thick gold target in a 2D cylindrically symmetric geometry (r̂-ẑ) and

three vector dimensions
(
r̂-θ̂-ẑ

)
which described the electromagnetic fields. A particle-in-

cell code propagates energy and mass through a grid structure obeying Maxwell’s equations

where collisional interactions are governed by Monte Carlo databases. Additional details

about the simulation can be found in Ref. 10 and 63 where all LSP simulations were done

by Dr. Anthony Link. A snapshot of the region around the target at 12.5 ps after the arrival
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(a)

(b)

Figure 2.11: (a) Electric and magnetic fields for a surrogate Titan laser electron source on
a gold target (outlined in black) at 12.5 ps from a 2D 3V LSP simulation. (b)
Electron and positron densities for the same source. Simulations courtesy of
Tony Link.
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of the laser pulse is shown in Fig. 2.11.

From Fig. 2.11(a), the axial electric field is of the order 1 MV/µm, as predicted, and has

a near-uniform distribution over the rear surface extending over a few hundred microns. The

magnetic fields generated by the escaping electrons show very fine and complex structure.

Because of the modest magnitude (∼1 T) and small spatial extent, however, the electric

fields dominates the equation of motion of the positively charged particles.

Fig. 2.11(b) shows the electron and positron densities around the target. Fast electrons

stream through the target into a large cloud emitted into high angles. The large electron

densities on the outer surface of the target establishes the sheath field. This sheath field

also acts to recirculate electrons with energies below that of the field magnitude back into

the target. This cutoff energy and recirculation is well explained by a capacitor model [64]

and effectively truncates the flux of low energy electrons during the first half of the laser

pulse duration. The vast majority of the positrons generated do not escape the target where

it is only those particles that reach the back surface who feel the uniform, target-normal

acceleration gradient. It is also of note that the positrons are temporally and spatially

delayed from the electrons and will copropagate. For these densities and temperatures, the

Debye length is on the order of 1 mm and the number of particles within a Debye sphere is

around 1011, constituting a non-neutral pair plasma [9].

Positron momentum is controlled mainly by the sheath field and as such has a narrow

divergence from the rear while a small positron population is also ejected radially from the

edges of the target. An absence of positrons around a ±45◦ cone is evident, near the corners,

demonstrating that the emission is in the target-normal directions.

The magnitude of the sheath potential can also be investigated by comparing measured

data and Monte Carlo simulations, which do not take into consideration collective field

effects. A 5 MeV electron source incident on a 1 mm thick gold target was modeled where

the total number of positrons created within the target and the number exiting the target

were measured. These three spectra can be seen in Fig. 2.12. Positrons that migrate to the

outer surfaces of the target have a distribution peak at 2 MeV. The peaked shape comes

from the nonlinear effect of collisional energy loss for low energy positrons and electrons.

This simulation result is compared to experimental data which records the positron peak
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Figure 2.12: Positron production results from a Monte Carlo Geant4 simulation of a 5 MeV
electron beam incident on a gold target. The positrons are born with a near-
exponential spectrum (blue), reflecting the electron source, while positrons that
are emitted from the target (red) are shifted out in energy by 2 MeV. Ex-
perimentally measured positrons (black), using the same target geometry and
similar electron source, shows spectrum with a peak at 22 MeV.

energy to be 22 MeV. The 20 MeV energy gain comes from the TNSA fields which can be

controlled by two experimental factors: the target size and electron beam properties. The

relationship between peak energy location and the rear target surface area, S, was shown

to be Epeak ∝ 1/S [7]. The number of electrons passing through the target, according to

a capacitor model, linearly increase the sheath field by Epeak = e2Ne−/C where C is the

effective dynamic capacitance of the target [64].

The combined effects of modifying both electron flux and target surface area is shown

in Fig. 2.13. As the target dimension decreases from a 10 mm radius to 1 mm (‘A’ to

‘B’), the mean energy of the emitted positrons increases while maintaining roughly the

same total number of observed particles. Increasing the electron flux, assuming a nominally

constant laser conversion efficiency, leads to a further shift upwards in peak energy while also

increasing the total positron yield (‘C’). The laser energy, indirectly, dictates the divergence

angle of the positron beam. Since TNSA only accelerates longitudinally, the transverse

component of the momentum remains constant. That is, the emittance of the beam stays
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Figure 2.13: Experimental positron spectra from a 1 mm thick gold target with varying
radial dimensions using the Omega EP laser with a pulse duration of 10 ps.
Divergence angle of the beam (inset) is highly influenced by the mean energy
of the positrons. Figure adapted from Ref. 7 and inset adapted from Ref. 63.

constant while the divergence angle decreases (see inset of Fig. 2.13) [8].

The accurate control of positrons, both spectrally and spatially, is critical to the future

application of laser-produced positrons. Manipulating the TNSA effect is the largest tool

towards this goal, where we will see in the later chapters of this dissertation, externally

applied magnetic fields can also provide a significant amount of control.
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CHAPTER III

Experimental Design

This chapter discusses the experimental facilities, diagnostics, and methods used to ob-

tain the results described in this dissertation. The Titan and Callisto laser systems were

primarily used for this work while both the Omega EP and LFEX lasers hosted complemen-

tary experimental campaigns. An existing electron-positron-proton spectrometer was the

principal charged particle spectrometer, while novel designs of a transmission crystal and

step filter spectrometers were developed specifically for this project to diagnose high-energy

x-rays. The construction and application of a large-scale, high-field Helmholz coil is also

described.

3.1 Laser Platforms

The data and results described in this dissertation were performed on two laser systems

whose final pulse parameters differ significantly yet are amplified by the same platform,

namely the Janus laser at the Jupiter Laser Facility. The Janus laser bay services up to

three target areas with an amplified ns-long pulse centered at 1054 nm. The front end is a

commercial GLX-200 master oscillator producing 300 fs pulses (with 6 nm of bandwidth) at

a repetition rate of 82 MHz. A two-pass reflecting diffraction grating stretcher increases the

pulse duration to 2.2 ns in order to be amplified by a process known as optical parametric

chirped pulse amplification (OPCPA). Chirped pulse amplification (CPA) [65] is used to cre-

ate high-power lasers while keeping its intensity below the damage threshold of downstream

optics. The basis of CPA is to temporally stretch a pulse, decreasing the average intensity,
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Figure 3.1: Block diagram of the Janus front end and amplifier chain.

followed by amplification and recompression. Without first stretching the pulse, high inten-

sity pulses traveling through the amplifying medium (Nd:glass in this case) will self-focus,

creating hot spots in the beam and damage to the optic. Before CPA the state-of-the-art

laser technology could only achieve intensities of 1015 W/cm2 since the only other method to

avoid damaging nonlinear effects was to scale the size of the optics, a prohibitively expensive

solution.

Optical parametric amplification (OPA) is used in conjunction with CPA to increase the

gain bandwidth in the pump lasing material. For the Janus system, the stretched seed pulse

is cotimed to a pump beam that crosses within a nonlinear β-barium borate (BBO) crystal.

The pump energy is parametrically converted to the seed energy within the crystal, facilitated

by an idler beam to conserve energy in an intensity-dependent process. In amplifiers, for

which the gain medium is also the lasing medium, amplified spontaneous emission (ASE) will

produce small levels of energy before and after the seed pulse. After compression, pedestals

or prepulses caused by ASE can be intense enough, once focused, to ionize the front layer of

a target and create µm-scale plasmas.

The OPCPA beam in Janus is amplified in series through three rod amplifiers and sent
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into a Pockel cell whose polarization allows the beam to be transmitted. A block diagram

is shown in Fig. 3.1. After two passes through a 9.4 cm disk amplifier, the Pockel cell

is switched to send the beam through two additional disk amplifiers before entering the

switchyard which routes the beam to the various target areas at JLF. At this point the

beam is spectrally chirped with energies of up to 600 J in 1 ns and a diameter of 20 cm.

The final amplifier chain imposes significant thermal lensing to a beam in the gain medium

after the flashlamps fire. The disk amplifiers are therefore cooled using air jets that run for

approximately 10 minutes, followed by cooling in ambient air. The minimum time between

shots is determined by the heat capacity and is set to one shot per 30 minutes.

3.1.1 The Titan Laser

The Titan laser at JLF [4] operates at a wavelength of 1054 nm and a pulse length between

0.7-10 ps with maximum energies between 150 J (0.7 ps) and 350 J (10 ps). A long-pulse

beam (a few ns in duration) is delivered from the JLF main laser bay through an overhead

beam pipe into a mezzanine in the Titan target chamber room. The chirped beam enters a

vacuum chamber holding 60× 30 cm2 dielectric reflective diffraction gratings arranged to do

the inverse function of the stretching performed in the laser bay before the final amplification

chain. The laser enters the target chamber after the four-bounce compressor and two turning

mirrors.

The Titan target chamber is a 2 meter diameter, 1 meter tall cylindrical vacuum vessel

with a mechanically isolated optical table. The 40 ports around the perimeter of the chamber

and on the pitched ceiling give ample flexibility for externally mounted diagnostics where

the only obstruction in the chamber is the laser beam path and the focusing optic, a f/3

off-axis parabola (OAP). The best-focus spot size of 10 µm FWHM is approximately twice

the diffraction limit of 6.4 µm. The beam enters the chamber on a south-to-north axis with

the final focusing rotated by 15 degrees. A layout of the Titan chamber room is given in

Fig. 3.2.
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Figure 3.2: Titan laser target area layout, showing the west beam compression and transport
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bay at air pressure into the room, arriving in a diagnostic mezzanine. The beam
is directed down into a vacuum chamber and is dispersed in the opposite direction
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3.1.2 The Callisto Laser

The Callisto laser is another target area within the Jupiter Laser Facility at LLNL,

delivering an ultrafast (fs) pulse with peak powers up to 200 TW. The front end of Callisto

is a standalone titanium sapphire oscillator emitting a few nJ of laser energy per pulse at

a central wavelength of 800 nm at a repetition rate of 82.2 MHz. The large bandwidth of

approximately 40 nm is an intrinsic feature to the gain medium and is directly proportional

to the ultrashort pulse length of 30 fs. The master oscillator pulse is temporally shaped,

amplified by a 5-pass amplifier to a few µJ per pulse, and stretched to a duration of 1 ns. It

then passes through a regenerative amplifier, making 25 round trips, which produces a 1 mJ,

10 Hz pulse train. Another bowtie-layout 5-pass diode-pumped amplifier brings the beam

up to 100 mJ per pulse. The energy for the final amplification is provided by the Janus laser

system using roughly 100 J of frequency doubled laser light producing up to 20 J of energy

per pulse. This pulse is recompressed using gold diffraction gratings, reversing the initial

chirp imposed before the regenerative amplifier. The final parameters of the Callisto beam

is a full width at half maximum pulse duration of 60 fs (bandwidth of 20 nm) and up to 15 J

of energy. The beam is transported to a target chamber to be focused by an f/8 off-axis

parabolic mirror to a spot size of on the order of 10 µm. These parameters correspond to a

normalized vector potential of a0 ' 10.

3.1.3 The Omega EP Laser

While none of the results presented in this dissertation use the Omega EP laser system,

supplemental experiments and development of diagnostics were performed at the facility.

The Omega EP (extended performance) petawatt laser [6] at the Laboratory for Laser Ener-

getics (LLE) in Rochester, NY was designed to produce high energy x-rays and protons for

radiographic purposes and as a platform for HED experiments. The two short pulse arms

of EP begin as an OPCPA beam and amplified through booster and main amplifiers, both

Nd:glass technology. After final amplification, the lasers are routed into a spherical, 2 meter

diameter target chamber and focused by f/3 OAPs in an orthogonal geometry along the

equator. Omega EP is capable of 800 J of on-target energy in 1 ps or 1.5 kJ in 10 ps, focused
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into a 20 µm spot size, all in the fundamental wavelength of 1054 nm.

3.2 Diagnostics

There are many standard laser, optical, x-ray, and particle diagnostics typically fielded for

ultraintense laser experiments and the choice of instrumentation is optimized based on goals

of the specific campaign. Here, we discuss the primary diagnostics critical to the positron-

generation experiments, namely a charged particle spectrometer, transmission crystal x-ray

spectrometer, and step filter x-ray spectrometer. The detector in all three cases is image

plate, originally developed as an alternative to x-ray film for medical applications [66, 67] and

quickly employed in experimental physics [68, 69]. Image plates (typically model Fujifilm

BAS-SR or BAS-MS), which are sensitive to all types of ionizing radiation, are excellent

choices for detectors because they can be reused and are robust against electromagnetic

pulses with linearity and repeatability over a large range of particle energies and have high

dynamic range. A large amount of absolute calibration work has been performed for electron

[70–72], proton [73], and x-ray data [74–78].

3.2.1 Image Plate Detector and Scanner Calibration

Much of the work describing procedures of scanner calibration in this section are in

part reprints of the material contained in the publication Williams et al. [79], where the

dissertation author was the primary investigator and author of this paper.

The active layer of an image plate consists of a phosphor crystal [BaF(Brx,I1−x):Eu2+]

suspended in a plastic binder. Incident radiation further ionizes Eu2+ dopant atoms and

generates photoelectrons which remain in a metastable excited state. These electrons re-

combine either through thermal excitation or after being stimulated, emitting a blue photon

at a wavelength of λ ' 390. This process is called photostimulated luminescence (PSL). The

blue light is then collected by a filtered photomultiplier tube (PMT) internal to a flatbed

scanner. A rotating prism scans in the vertical direction and rasters horizontally to digitize

the exposed image plate into a two-dimensional image. The image plate has a ferromagnetic

backing layer which holds it to a 20 × 40 cm2 magnetic tray allowing for arbitrary detector

44



Image plate A1 τ1 A2 τ2 y0

type (PSL) (min) (PSL) (min) (PSL)

MS 0.175± 0.009 23.0± 2.7 0.315± 0.009 615.9± 42.1 0.511± 0.005

SR 0.436± 0.016 18.9± 1.5 0.403± 0.013 1641.5± 152.3 0.162± 0.010

Table 3.1: Double exponential fit coefficients for empirically derived image plate fading factor
at ambient room temperature. Data taken from Ref. 77.

geometry.

Since metastable electrons can be de-excited by thermal noise, the ambient temperature

and time between exposure and scan are important considerations in the calibration of the

data. In addition, the conversion from PMT signal to physical dose units is dependent

on scanner spatial resolution, digital precision, and PMT voltage gain (sensitivity). Image

plate signal decay has been expressed as a two-component exponential of the form f(t) =

y0 +A1e
−t/τ1 +A2e

−t/τ2 with coefficients given in Table 3.1 for the two image plate types used

in these studies [77]. The sensitivity of the image plates depends on the incident particle

species. Electrons (and positrons) have a nearly constant sensitivity curve between 1 and

1000 MeV, spanning the energy bandwidth of interest for pair production studies. Image

plates become less sensitive as photon energy increases while retaining enough resolution to

measuring the peak bremsstrahlung radiation created by relativistic electrons (∼100 keV).

A summary of the simulation and data of the sensitivity function for photons on MS image

plate is shown in Fig. 3.3.

The standard image plate scanner used in experimental physics facilities is the Fuji FLA

7000 flatbed scanner which compresses the pixel values logarithmically. The physical dosage

units of PSL can be found with the conversion,

PSLFuji =

(
Rµm

100

)2(
4000

S

)
10

L
[
F/(2B−1)−1

2

]
, (3.1)

where Rµm is the pixel resolution in microns, S is the sensitivity setting (1000, 4000, or

10000), L is the digital precision (4 or 5), B is the dynamic range (8-bit or 16-bit), and F is

the pixel value.

The scanning sensitivity is calibrated by creating a known exposure value on an image
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Figure 3.3: Calculated and measured sensitivity of MS image plate to incident photons.
Geant4 calculations were repeated for the Standard, Livermore, and Penelope
physics packages, where significant deviation occurs only around the barium K-
edge at 37 keV (see inset). The Geant4 calculations are also compared to another
Monte Carlo code, MCNP6, taken from Izumi et al. [78]. Data points are taken
from Maddox et al. [77].

plate and compensating the PMT voltage of the scanner to match the expected PSL value.

This is an important step, as it has been found that some Fuji FLA 7000 scanners are in

need of recalibration after only three months. The standard calibration procedure uses MS

image plate placed in direct contact to a carbon-14 impregnated acrylic sealed source with a

1 cm diameter active area with a total activity of 60 µCi for an exposure time of 20 minutes.

After a 5 minute rest, away from the source and stored in a light-tight container, the image

plate is scanned. This exposure procedure has a known value of 100 PSL/mm2 or 0.25 PSL

mean pixel value for a spatial resolution of 50 µm.

Recently, Fuji sold their image plate scanner business to GE Healthcare, which still

manufactures the hardware albeit with small software changes which require a different

conversion than Eq. (3.1). Instead of three discrete sensitivity settings, the GE Typhoon

7000 scanner allows the user to have direct control of the PMT voltage, ranging from 500–

1000 V [80]. As well, the grayscale pixel values are compressed quadratically and stored as
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16-bit images. The conversion to PSL is then

PSLGE =

(
G

216 − 1

)2(
Rµm

100

)2

h(V ) 10L/2 (3.2)

where h(V ) is the sensitivity response function of the particular scanner PMT and G is the

pixel value. The exact value of h must be determined in order to directly compare data

digitized at different facilities and to make absolute measurements. Here, it is convenient

to make a connection with the more widely used Fuji sensitivity standard for backwards

compatibility, where the S1000, S4000, and S10 000, settings correspond to h = 4, 1, and

0.4, respectively. Using three GE scanners located at the National Ignition Facility at LLNL,

the exposure procedure described above was repeated for various PMT voltages, with the

results of a single scanner shown in Fig. 3.4, where the exposure was a known constant of

100 PSL/mm2. An equivalent voltage can be found by solving Eq. (3.2) for the known dose,

scan resolution, and latitude. In the case shown in Fig. 3.4 using the standard calibration

source, Rµm = 50, PSLsource = 0.25 PSL/pixel, and L = 5 so that G = 1843, 3685, 5827 for
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Source Activity Recorded Dosage Corrected Dosage
(µCi/g ) (PSL/mm2) (PSL/mm2)

Fuji Source 117.2± 9.3 100.0± 13.2
400 1051.2± 74.8 896.9± 96.0
280 835.2± 50.8 712.6± 71.6
220 662.0± 40.0 564.8± 56.6
117 364.8± 29.2 311.3± 35.2
51.6 184.8± 14.8 157.7± 17.8
35.0 104.0± 8.3 88.7± 10.0
18.4 76.8± 6.1 65.5± 7.4

Table 3.2: Results of cross-calibration scans between the Fuji (100 PSL/mm2) and ARC
sources. The recorded dose was scaled by 17.2% to match the expected calibrated
dosage. Scanned dose readout was assumed to be linear so that the same pro-
cedure could be repeated for the ARC source to recover a corrected calibrated
dosage.

h = 4, 1, 0.4 (S1000, S4000, S10 000) and have equivalent voltages of V = 539 V, 673 V,

779 V, respectively.

The GE Typhoon scanner has several advantages at low-signal levels. Due of the in-

creased control over PMT voltages, an equivalent sensitivity on the order of S45000 can be

reached at the highest gain setting, reducing the scanning detection threshold. The square-

root compression also increases the resolution (PSL/δPSL) at low signal to resolve small

variations. In the cases of high signal levels however, the GE scanner has decreased resolu-

tion and a lower sensitivity ceiling, which in cases where an S1000 equivalent voltage can

not be achieved, may result in saturated images for signals that could be resolved in a Fuji

scanner.

Procuring the Fuji-standard calibration source has recently been difficult and another

radioisotope source was acquired in order to calibrate new or future image plate scanners. A

carbon-14 standard on a plastic strip, containing 16 individual source regions, was chosen to

replace the Fuji-standard source. This source was manufactured by American Radiolabeled

Chemicals, Inc (ARC) [81] with carbon-14 impregnated paper squares 5 × 5 mm2 with

radioactive concentrations between 0.035 to 400 µCi/g and a total activity of 20 µCi. A

schematic of this source is shown in Fig. 3.5(b). A cross-calibration scan was performed

using the exposure technique described above with both the Fuji and ARC sources and,
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Figure 3.5: (a) Scanner sensitivity function for a GE Typhoon 7000 scanner at ILE (markers).
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1, and 0.4. A power law fit provides calibrated dose conversion for arbitrary
PMT voltage settings. The confidence bounds on the fit (black dashed) reflects
the 8% uncertainty in the digitization process.
(b) Diagram of the ARC source, noting the radioactive concentration of the
14C-impregnated patches. Image taken from the ARC catalog [81].

since the scanner used was consistently over-reporting the dose from the Fuji source, the

measured results were normalized to the expected value and summarized in Table 3.2.

A GE Typhoon 7000 image plate scanner was calibrated using the ARC source at the

Institute of Laser Engineering (ILE) at Osaka University, Japan. The sensitivity function of

the scanner was determined by simultaneously fitting the image pixel values, G, to a power

law function where

h(V ) = PSLiARC × 10−L/2
(

216 − 1

G

)2(
100

Rµm

)2

(3.3)

and PSLiARC is the ith activity of the ARC source. The continuous sensitivity function is

shown in Fig. 3.5(a), where the confidence bands in the fit correlate to the roughly 8%

uncertainty in the digitization process, as measured by the standard deviation of the mean

pixel value from repeated scans of identical dosage. For the case of the ILE scanner, h =
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3.5(±0.1)× 1016 V −5.9±0.1.

3.2.2 Electron Positron Proton Spectrometer (EPPS)

In the pair-generation experiments presented here, all positrons are detected directly

using a time-integrated, absolutely calibrated charged particle spectrometer [71]. This spec-

trometer, referred to as the electron, positron, proton spectrometer (EPPS), is an established

diagnostic and copies of the original design are qualified as facility diagnostics at the Omega

facility at LLE, Orion facility at the Atomic Weapons Establishment in Aldermaston, Eng-

land, and the NIF at LLNL. It was built specifically to simultaneously measure multiple

species of charged particles produced in laser-generated pair experiments, where the acceler-

ated electrons streaming though the target and emitted positrons provide a measure of the

initial condition and final result of the experiment, respectively.

The principle of species separation relies on the differing charge-to-mass ratio of the

electron, positron, and proton. Charged particles entering a constant, orthogonal magnetic

field will undergo cyclotron motion given by the Lorentz force, FB = q(v × B), which is

balanced by centripetal force. For relativistic particles, the mass is adjusted by the Lorentz

factor and we define β = v⊥/c such that

r =
γβmc

q|B| . (3.4)

Then, as particles enter the magnetic field region of the spectrometer, positrons and protons

will curl one way while electrons curl the other.

The EPPS was designed to have relatively high resolution over the central energy region of

interest in ultraintense laser-matter interactions of ∼1 to 30 MeV. Two pairs of 2× 2× 1
2

in3

neodymium magnets, with a maximum field strength of 0.7 T, are installed inside a soft

carbon steel alloy yoke to mechanically hold the magnets while constraining the magnetic

field within the spectrometer housing. The magnetic field strength varies by 10% of the

maximum value at the center where the two magnets butt against each other. When fielded

on experiments, the steel housing is typically placed inside a lead enclosure, 25 mm thick on

all sides except for the front, where the shielding is 50 mm thick with a collimation aperture
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Figure 3.6: Physical layout of the EPPS core showing example particle trajectories (dashed
lines) deflected by the magnetic field to hit the image plate detector. The image
plate is held by an aluminum cassette away from the walls of the core to ensure
and fluorescence background is isotropic. The compact design minimizes the area
consumed by the diagnostic in the target chamber. The permanent magnetics sit
above and blow the aluminum cassette, in and out of the page for this diagram

6.3 mm wide (dispersion direction) and 25 mm tall. An adjustable tantalum slit assembly,

6.3 mm thick, attaches to the front of the steel housing that acts as the final aperture,

typically set to be 1 mm wide in the dispersion direction. A cross section of the EPPS core

is shown in Fig. 3.6. The energy coverage of the spectrometer varies for the mass and charge

of the incident particle where electrons and positrons can be measured between 0.1–300 MeV

and protons between 1–30 MeV. The energy resolving power, E/∆E, is determined by the

aperture slit and detector resolution and varies nonlinear with energy. For a 1 mm entrance

slit and 100 µm detector resolution, electrons and positrons with energies above 3 MeV have

a resolving power between 100–300.

The detector plane is an arc length with a constant radius where the origin is offset

asymmetrically from the centerline of the EPPS. This minimizes potential signal bleed in

the detector pixel elements from a grazing incident particle while maintaining a very small

form factor. The aluminum cassette holder keeps the image plate away from the steel walls

such that any fluorescence signal from transmitted particles is relatively isotropic on the

detector.
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Figure 3.7: Typical raw image data from EPPS on SR image plate. Isotropic noise is seen
at the low-energy portion of the image plate where particle and x-rays collide
with the collimator and slit assembly. Electrons (top image) can be seen in the
center of the image plate extending in a continuous spectrum out to 50 MeV.
Positrons and protons (bottom image) have similar energies but appear at dif-
ferent positions due to their mass difference. For this scanning sensitivity, the
proton signal was saturated. Data was taken from Omega EP shot 10189 for a
10 ps pulse duration delivering 1500 J of laser energy onto a 1 mm Au disk.

Figure 3.7 shows a typical example of the raw data from EPPS for a shot in which

positrons, electrons, and protons were observed. Since the two detector planes have differing

radii of curvature, the dispersion for positrons and electrons differ slightly in the low-energy

region of the image plate. The proton signal is saturated for this shot where significant

vertical bleed is observed. This is a function of the vertically-rotating prism in the image

plate scanner where, for saturated signals, the scanner has greater spatial resolution in the

horizontal direction. Each of the particle species appear near the center of the image plate

with the total dose being a superposition of signal and background noise. Above and below

these regions, the slit aperture ensures the dose is only background.

To extract quantitative information from an EPPS data shot, a lineout is taken of the

signal area, D, and averaging over the size of the slit aperture, after rotating the image if

necessary. A second lineout, of identical vertical size, is taken just below or above the signal

region as a measure of the background dose, BG. Horizontally overlapping these lineouts
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Figure 3.8: (a) Raw positron data from an Omega EP shot 20946 with the signal and back-
ground regions identified by black bars. The dispersion and color scale have been
linearized.
(b) Lineouts of the signal (crosses) and background (solid) regions.
(c) Final reduction of the positron data folds in the detector solid angle, energy
binning, signal width, and image plate fading factor and sensitivity. The total
number of positrons can be found by integrating under the signal where, for this
example and assuming the FWHM emission angle is 40◦ as reported by Ref. 7,
Ne+ = 4.7× 1011 positrons.
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Figure 3.9: Typical electron spectrum measured by the EPPS. The high energy region is fit
to an exponential function, offset in the plot for clarity. Data was taken from
Omega EP shot 13451 for a 10 ps pulse duration delivering 430 J of laser energy
onto a 100 µm Au disk.

and taking the subtraction of the two provides a measure of the signal-only dose on the image

plate. Many times, the background signal can be well-represented by a double-exponential

fit and is used to reduce the stochastic low-dose noise. The conversion to physical units in

number of particles per unit energy per steradian is given by

dN

dE
=

1

Ω f(t) Φ(Ei)

Di −BGi

(Ei+1 − Ei)
∆Dy, (3.5)

where Ei is the ith dispersion energy, Φ is the energy-dependent image plate sensitivity,

f(t) is the time-dependent image plate fading factor, Ω is the geometric solid angle of the

slit opening, and ∆Dy is the vertical width (in pixels) of the signal. The individual terms

of Eq. (3.5) carry uncertainties between 5% and 15% with the total propagated error of

∼20%. A full derivation of the uncertainty analysis is given in Appendix C. The analysis

progression, from raw image plate to number of particles is visually shown in Fig. 3.8 for an

example shot where positrons were observed from the target.

The total number and average energy of the positron (or electron) beam can be found
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by integrating under the region of signal where

Ne± =

E2∫
E1

dNe±

dE ′
dE ′ (3.6)

〈Ee±〉 =

E2∫
E1

dNe±

dE ′
E ′dE ′. (3.7)

The integration bound E1 is nominally 2 MeV (the energy at which instrumentation noise

significantly falls off) and E2 is the energy at which the signal falls below the detection

threshold of ∼108 particles/MeV/sr. The positron signal, as seen from Fig. 3.8(c), has

a near-Gaussian spectral shape imposed by the accelerating sheath potential, while the

electrons have a exponential Maxwellian functional form. The characteristic temperature

of the electrons is most evident on a log-linear plot. For a data set that appears linear in

such a plot, a single-exponential decay coefficient is given by the slope of the fit line and is

equivalent to the temperature. An electron spectrum featuring a Maxwellian high energy

tail is shown in Fig. 3.9 with a temperature of 13.8 MeV, and 1.3 J of hot electron energy

per steradian.

3.2.3 Gamma Crystal Spectrometer (GCS)

As electrons are a measure of pair production initial conditions, so too are the high energy

x-rays indicative of positron generation via the Bethe Heitler process. The photometrics of

the bremsstrahlung emission, as well as the positron annihilation radiation, can help qualify

both pair production and laser-plasma interaction conditions. A challenge exists, however, to

develop high resolution x-ray instruments capable of measuring high energy photons in laser-

produced plasma experiments. This is due to the short-lived and high flux nature, where

detector techniques such as scintillation or energy discriminating high purity germanium

are overwhelmed by flux, and Compton electrons. Nuclear activation schemes fail to provide

high enough resolution. A Laue transmission crystal spectrometer, in contrast, disperses high

energy photons with reasonable efficiency and can use a time-integrated detector (e.g., image

plate). Such a spectrometer was developed by Artep Inc., based on a Cauchois geometry
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Figure 3.10: Geometric schematic of the GCS. Crystal geometry is rotated slightly within
the housing to maximize the distance between crystal and image plate. An en-
gineering drawing of the housing is shown above where the crystal and crossover
slits are in the head of the instrument and the image plate is roughly 1 m behind
the crystal in the rear.

[82] to measure very high x-rays in a footprint small enough to fit within the diagnostic

cradle used by the Omega Laser Facility. A diagram of the instrument is shown in Fig. 3.10.

This spectrometer, known as the Gamma Crystal Spectrometer (GCS), uses a cylindrically

bent 400 µm thick Ge (220) crystal to resolve high energy photons in the range of 50 to

300 keV from a first order diffraction and greater than 600 keV in second order. This

provides spectral coverage to include Kα and Kβ transitions for mid-to-high Z elements and

the 511 keV annihilation radiation. Bragg’s law can be expressed sin θ = nλ/2d where λ is

the wavelength of the photon and θB is the Bragg angle. To maximize the spectral coverage,

the crystal lattice spacing, d, must be minimized. The Ge (220) crystal used has a 2d spacing

of 3.99 Å, which is nearly a factor of two smaller than other more common choices of crystals

such as quartz (10-11) with 2d = 6.87 Å.

Since Cauchois geometry spectrometers do not focus for point-like sources, the resolving

power can be improved by placing the detector plane well behind the typical focal circle of
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Figure 3.11: (a) Raw image plate data and a vertically averaged lineout (white) for a gold
target. Signal from the cross over slits can be seen as a wide band near 10 mm
while the signal near the bottom edge and corners are shielding fluorescence.
(b) Characteristic line emission from various targets are used to calibrate the
analytic dispersion curve. Annihilation radiation at 511 keV can only be ob-
served in second order.
(c) Data for a gold shot showing the Kα, Kβ line emission (left panel) yet
no evidence of the annihilation radiation (right panel). The laser energy was
approximately 300 J in 10 ps.
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the crystal [83]. The dispersion relation in this layout can be expressed as

Xd = R

(
nλ

2d

)(
1 +

D

B

)
, (3.8)

where R is the radius of curvature of the crystal, and D is the distance from the crystal to

detector. B is a function of R and Ds, the distance from the source to crystal, given by

B = R

(
R +Ds

R + 2Ds

)
. (3.9)

In order to observe the annihilation radiation with GCS, the detection threshold and

background noise must be overcome. Using the sensitivity provided in Fig. 3.3 and assuming

a 25 µm scanning resolution, MS image plate should be sensitive to a single 511 keV pho-

ton. However, the background originating from electrons colliding with the crystal and slit

assembly and photons scattering within the housing contribute an average dose of 0.04 PSL,

requiring roughly 200 photons per pixel element to overcome the noise. The solid angle

of a detector element is 4.5 × 10−10 and the diffraction efficiency of a Ge (220) crystal is

∼30%. If we assume an isotropic distribution of the annihilation radiation, which would be

the case for positrons that are contained and thermalize within the target, and that 90% of

the positrons born are not emitted from the target, the pair generation yield must exceed

2 × 1013. An example shot using a 1 mm Au target, irradiated by a 300 J 10 ps laser,

is shown in Fig. 3.11 where strong line emission is observed but shows no evidence of the

511 keV annihilation radiation. Using generous approximations for this condition, we would

only expect a pair yield of 1× 1011. For laser energies of 1500 J in 10 ps, the maximum pair

production approaches the generation threshold of ∼1013 [10] but introduces significantly

more noise and the GCS has yet to record signal consistent with annihilation radiation.

3.2.4 High Energy Step Filter Spectrometer (HERBI)

As described above, x-rays in the spectral range of keV to MeV are critically important in

the diagnosis of HED conditions but also extremely difficult to measure. Complementary to

the GCS, a second spectrometer was constructed that is well suited for the large photon en-

58



High Energy !
Photons!

Image !
Plate!

Laser!

Target!

HERBI !
Filter Pack!

Figure 3.12: High energy photons are differentially filtered by high-Z masks of various thick-
nesses. An image plate detector measures the transmitted photons from which
an estimation of the bremsstrahlung emission can be made.

ergies and fluxes experienced in positron production experiments. A multichannel step filter

described here is optimized to measure the high energy tail of bremsstrahlung emitted from

ultraintense laser-matter interactions including the 511 keV annihilation energy peak, albeit

with coarse resolution. A step filter, or differential attenuation filter, uses increasing thick-

ness steps and offers spectral sensitivity between the filter K-edge up to ∼2 MeV. Variations

of the step filter or wedge filters have long been used in HED experiments but typically have

a modest number of steps [84, 85] or are complicated by signal interference between discrete

filters [86]. This design allows for independent determination of a local background noise for

each channel, significantly reducing the systematic error in the reconstructed spectra.

The High Energy Bremsstrahlung Instrument (HERBI) is shown in Fig. 3.12 within an

experimental diagram of its use. The filter channels are laser cut from 50×50 mm2 tantalum

sheets in a 6×6 orientation. The 26 unique channels are assembled using different masks on

each of the filter layers where the total substrate thickness is 12.5 mm. The channels are offset

from each other to allow for the accurate differentiation between signal that passes through

the channel and background noise from fluoresces or high-angle scattering. Therefore, this

design does not suffer from compounding uncertainties within the analysis, as is the case for

“cannon”-like designs [87] or channel-adjacent designs [86]. Low-Z prefilters are installed at

the front of the filter pack to reduce fluoresces within the Ta substrate, stopping electrons

below ∼1 MeV and removing low-energy photons below 30 keV. Additional filters at the
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rear of the stack further mitigates fluorescence signal. The detector is a single Fuji BAS-MS

image plate housed in a light-tight black thermoplastic enclosure which, after exposure, is

read out using a calibrated image plate scanner.

The spectrometer channel thicknesses were chosen by accounting for the spectral range

of interest and the expected range of photon emission profiles. For experiments with laser-

solid interactions such as x-ray backlighters on high-Z materials or pair generation, the

high energy portion of the expected photon emission can typically be described as a single-

component exponential profile of the form exp(−E/kT ) with a characteristic “temperature,”

kT . To design spectral coverage within the energy band of interest, we must consider that

the spectrometer resolution is a function of both the channel thickness and emission profile.

That is, for a given channel thickness, the average energy of the transmitted spectrum shifts

to higher energies compared to the incident spectrum.

The energy-dependent spectral response profile, S, is the multiplicative function of the

initial emission profile, all filters, and the detector response. For an example with a fixed Al

and Cu prefilter, and assuming a single-temperature emission profile of temperature kT , the

ith channel of the filter pack has an absorption profile of

Si × f(E, kT ) = TCu × TAl × T iTa × ΦIP × f(E, kT ), (3.10)

where T is the transmissivity of the filter material, taken from the NIST XCOM database

[52], and ΦIP is the energy-dependent image plate sensitivity [77, 78]. Therefore, we can

associate a mean photon energy to the ith channel, by calculating the center of mass of the

spectrum,

〈Ei(kT )〉 =

∫∞
0
Si(E ′, kT )× f(E ′, kT )× E ′ dE ′∫∞
0
Si(E ′, kT )× f(E ′, kT ) dE ′

. (3.11)

As a continuous function of the channel thickness, 〈E〉 is shown in Fig. 3.13 for range of

single-temperature emission profiles along with examples of individual absorption profiles,

Si(E, kT ). For a filter pack with prefilters of 2 mm Al and 0.5 mm Cu, a 0.5 mm Ta filter,

and a kT = 500 keV emission profile, the mean energy of the absorption is 〈E〉 = 425 KeV.

At the extremes of the estimated photon profiles shown, kT = 0.1 and 2 MeV, the step filter

has a spectral coverage between 100–500 keV and 0.5–1.5 MeV, respectively, while the more

60



0.005 0.1 0.5 2 10
0

500

1000

1500

2000

2500

Channel Thickness (mm)

M
e
a
n
 C

h
a
n
n
e
l 
E

n
e
rg

y
 (

k
e
V

)

 

 

kT = 2000 keV

kT = 1000 keV

kT = 750 keV

kT = 500 keV

kT = 300 keV

kT = 100 keV

0 200 400 600 800 1000 1200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Photon Energy (keV)

In
te

n
s
it
y
 (

a
.u

.)

 

 

 1 mm Ta Filter 

kT = 100 keV

kT = 500 keV

kT = 1000 keV

Figure 3.13: (Left) Mean photon energy detected by an MS-type image plate through Ta
channels for various initial photon spectral temperatures. For each test emission
profile, markers denote the mean energy of the existing diagnostic at the actual
thicknesses.
(Right) Photon absorption profile on the detector for three emission profiles
through the 1 mm Ta channel, where the dashed lines show the mean channel
energy for the example emission. For all data shown here, a 2 mm Al and 0.5
mm Cu prefilters were assumed.

moderate temperatures have excellent coverage within the region of interest (100s of keV).

The diminishing returns of increased channel thicknesses can be easily seen here, where the

energy sensitivity of the step filter method becomes inefficient.

Step filters do not rely on absorption edges to discriminate photon energies; as such, the

choice of material used for the substrate is arbitrary where energy resolution is determined

only by the total absorption of the photon beam. The only consideration for material choice

is the total thickness of the diagnostic where very large thicknesses should be avoided to

minimize Compton scattering. For our spectrometer, Ta was chosen due to its machinability

characteristics and high attenuation coefficient.

Using the analytic absorption model described above, an emission spectrum can be re-

constructed by simultaneously solving for the fit parameters. This is a backwards fitting
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technique that relies on the input spectral shape to be chosen as a free parameter. That

is, for a data set comprised of the absorbed dose on the image plate, Di, with m distinct

channels, the reconstructed emission profile is the one that simultaneously solves the system

of linear equations, 

S1
1 S1

2 ... S1
n

S2
1 S2

2 ... S2
n

...
...

. . .
...

Sm1 Sm2 ... Smn




f(E1)

f(E2)
...

f(En)

 =


D1

D2

...

Dm

 , (3.12)

where f has been discretized into n energy bins. The response matrix, S, has also been

discretized, where Sij is the detector response for photons of energy Ej that have traveled

though the ith spectrometer channel. This reconstruction method, using an analytically-

derived spectral response matrix, is valid for cases without large contributions from scattering

and fluoresces, such as signal originating from another channels or the image plate enclosure.

To account for these secondary processes, Monte Carlo simulations are necessary.

Simulations were performed using the particle transport code Geant4 [55] with the in-

cluded Standard database of electromagnetic interaction cross sections. Photons were initial-

ized with logarithmically spaced energy bins from 5 keV to 10 MeV, where the bin width was

set to a small fraction of the mean energy to blur any contributions from absorption edges

or characteristic x-ray line emission. The photon divergence angle is set to overfill the filter

substrate. Photons are subjected to photoelectric absorption, Compton scattering, Rayleigh

scattering, and Bethe-Heitler pair production. Fluorescence photons can also be created in

the filter material through radiative decay of excited electronic configurations. Free elec-

trons, liberated by photons, lose energy though bremsstrahlung, Coulomb scattering, and

ionization events.

Initial photons and secondary particles are propagated through a 3D model of the exper-

iment, including all secondary filters, image plate enclosures, and room air at atmospheric

pressure. The image plate is modeled using the recipe given in Maddox et al. [77], where the

energy deposited within the active layer of the image plate is recorded. The average dose
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Figure 3.14: Comparison of the filter pack response matrix between the analytic calculation
and Geant4 simulation. The largest deviations are seen at the low energy
spectrum of all channels, where scattering and fluorescence play a significant
roll in the total image plate dose for a given photon energy band.

recorded on the image plate, as a function of channel thickness and mean photon energy

is shown in Fig. 3.14, along with the analogous calculation using analytic means, described

above. Each discrete point represents an element of the response matrix, Sij. Contributions

from scattering and fluorescence, originating from the inner walls of the channel and sub-

strate, can be seen as the signal floor in the Monte Carlo results. The relative strength of this

signal, however, is several orders of magnitude below the peak sensitivity of each channel.

Therefore, in most cases using simple geometries, the analytic model can be used without

the need for extensive modeling.

An example of the observed experimental data is shown in Fig. 3.15(a). The thinnest

channels, recording the largest signal, are located at the corners of the filter grid, while the

thicker channels are within the interior. The largest signals being at the four corners helps to

determine the image rotation, magnification, and location of the interior channels since the

remaining channels can be found through interpolation without the need for a spatial and

magnification fiducial. The thin channel locations on the exterior also minimizes any signal
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Figure 3.15: Example of (a) raw image plate signal for the step filter diagnostic and (b) the
lineout of a single channel with determination of signal and background regions.

bleed into the thick-channel regions. Individual channel signals are measured by taking the

mean value over the most uniform region of the square exposure. The bounds of this region

are found through an edge detection technique, where a least squares fit is performed on

each of the four sides of the square, fit to a cumulative distribution function for a Guassian,

or error function, with the form

a erf

(
x− µ
σ
√

2

)
+ b,

where a is a normalization constant, x is the pixel index, µ is location of boundary midpoint,

σ is the standard deviation, or slope of the edge, and b is the background floor. An example

of the line out and fit function is shown in Fig. 3.15(b) where the left and right shaded regions

are taken to be the background level and the center shaded area is the region of uniform signal

exposure. It was found that setting the omission boundaries to a width of µ± 3σ minimized

the RMS variation of both signal and background regions. The process of determining

the signal region is repeated for the four corner channels with the remaining interior and

peripheral locations found by interpolation based on the position and size of the outer areas.

The background signal of each channel is calculated by interpolating the surrounding ‘aisles’

between the channels. This compensates for any anisotropy in the background signal.
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Figure 3.16: Bremsstrahlng photon reconstruction from HERBI data.
(a) Forward propagation of the best fit spectrum (solid) compared to the original
data set (markers) where 20% confidence intervals nearly span the scatter in
the data (dashed).
(b) Photon density spectrum where the data points have been overlaid using
the relative deviation from the mean generated from the plot in (a).

The reconstructed photon density profile is generated by minimizing Eq. (3.12) using a

least squares routine with a response matrix calculated either analytically or by Geant4,

depending on the complexity of the geometry. Figure 3.16 shows the fitting results for the

example data presented in Fig. 3.15(a). To check the validity of the process, the reconstructed

photon spectrum is forward propagated using the transmissivity of the filters and compared

to the original dataset, as shown in Figure 3.16(a). For this case, the best fit temperature

was 650 keV, where a measure of the confidence intervals can be made by observing spectral

estimate near this value. Here, the temperature is bounded by ±20% while maintaining the

integrated energy of the best fit. Photon density spectrum, shown in Fig. 3.16(b), uses the

relative deviation between data points and the best fit spectrum to map the data onto the

vertical, physical unit scale. The energy of each channel is found by taking the mean energy

of the transmitted spectrum through the channel filtration.

While the above description applies to photons specifically, the response matrix S can be
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Filter Layer Mask Number Material Thickness (mm)
0 1 None 0.0505
1 2 Au 0.006
2 3 Ag 0.036
3 4 Ta 0.008
4 5 Ta 0.0505
5 6 Ta 0.0990
6 7 Ta 0.1480
7 8 Ta 0.1955
8 9 Ta 0.2675
9 10 Ta 0.3395
10 11 Ta 0.4115
11 12 Ta 0.4825
12 13 Ta 0.6885
13 14 Ta 0.8865
14 15 Ta 1.0935
15 16 Ta 1.2975
16 17 Ta 1.5425
17 18 Ta 1.7935
18 19 Ta 2.0565
19 20 Ta 2.5865
20 21 Ta 3.1115
21 22 Ta 3.6355
22 23 Ta 4.1525
23 25 Ta 5.1905
24 27 Ta 6.2300
25 29 Ta 7.2505

Substrate Ta 12.4255

Table 3.3: List of filter material and thicknesses for the HERBI stacks manufactured for
experiments on the Orion Laser.
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applied to electrons as the initial particle. In this case, numerical methods must be employed

to account for the complex angle and energy dependence of bremsstrahlung. Electrons are

initialized near the surface of a solid density target where the subsequent x-ray attenuation is

performed as a single simulation. Iterations of this instrument have Ross pairs [88] installed

for some of the filter channels, enabling an in situ calibration of the absolute photon flux.

For reference, a list of the channel filter parameters is given in Table 3.3 for a version of

HERBI used at the Orion Laser Facility which uses the Ross pairs. A scale diagram of the

instrument, noting the positioning of each channel, is shown in Fig. 3.17.

3.3 Pulsed Power Solenoid Coil

As noted in Chapter 2.1, positron yield predominantly scales as Z4. For low-Z materials,

a signal intensifier scheme is used to collimate divergent beams of positrons into a far field

detector, which is the subject of the study presented in Chapter V. This is achieved by using

an axial magnetic field acting as a convex lens.

The axial magnetic field was created using a pulsed power driven solenoid coil made

from large rounds of copper. Both the coil and capacitor bank were designed for prior

experimental campaigns [89] and modified for the work presented here. The coil is a Bitter-

type electromagnet [90] where partial annulus rounds of conductor are butt welded together

to form a continuous coil loop. The rings were laser cut from 0.5 mm copper with outer and

inner diameters of 7.6 and 2.1 cm, respectively, and a 33◦ wedge cutout, as shown in Fig. 2

from Ref. 89. The large aspect ratio of the coil, and relatively thick plates prevent thermal

distortion of the coil during high-current discharges. The final coil has 25 turns of copper with

threaded connecting plates soldered and screwed onto either end. Two layers of 0.125 mm

Kapton (polyimide) film are used between each copper layer for electrical insulation, with

approximately 2 mm of overlap on the inner and outer diameters for a total bore thickness of

1.9 cm. The experimental geometry is such that the target is placed very close to the center

of the coil and a large amount of debris and plasma blowoff is expected. As this could cause

arcing between coil rounds, a 3D printed plastic inner bore protector was installed and is

physically oriented by the Kapton spacers.
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Figure 3.18: The constructed electromagnet is compression fit into a high tensile strength
resin and clamped with nonconducting bolts. A CAD model of the coil (right)
and assembled holder apparatus (left) are shown together with a photograph of
the manufactured version just before it is installed in the Titan target chamber
(center).

The coil was compression fit into an Ultem (polyimide) holder assembly made from

four pieces: a horse-shoe backing plate with a beveled bore hole; a retaining ring spacer;

and two half-moon front plates. The retaining ring orients the coil in the center of the

holder and creates a surface to which even pressure can be applied to secure the front

and back plates. Cutouts in the face plates allow for the close installation of a target

and the electric leads arriving from above that deliver current from the capacitor bank.

The holder assembly is fastened by insulating nylon-fiberglass bolts whose tensile strength

roughly matches aluminum (∼300 MPa). Images and CAD models of the coil and holder

are shown in Fig. 3.18. The largest advantage to a compression fit design is the omission

of “potting,” or the process immersing the coil in epoxy for structural containment and

electrical isolation.

Current is supplied by a high voltage pulsed power system comprised of three capacitors

wired in parallel (Ctotal = 144 µF), each with a 1.5 Ω resister in series to create a weakly

damped circuit. An ignitron switching mechanism is triggered by a single TTL signal and

reaches peak current in ∼60 µs, as measured by an internal Rowgowski coil. The capacitors

69



−5 −4 −3 −2 −1 0 1 2 3 4 5
0

0.5

1

1.5

2

2.5

3

Distance along coil axis (cm)

P
e

a
k
 M

a
g

n
e

ti
c
 F

ie
ld

 (
T

)

 

 

Measured

Analytic

Simulated

(a)

0 10 20 30 40 50
0

2

4

6

8

10

12

Peak Current (kA)

P
e
a
k
 M

a
g
n
e
ti
c
 F

ie
ld

 (
T

)

 

 

Measurements

Fit

2 3 4 5 6

Capacitor Charge (kV)

(b)

Figure 3.19: (a) Measured axial magnetic field measurements along the bore of the electro-
magnet (dots) along with the analytical prediction of the spatial shape of the
field (solid). A magnetostatic simulation (dashed) agrees best with the mea-
sured field. The analytic and modeled fields have been normalized to the peak
of the measured values.
(b) Measurements of the peak magnetic field as a function of capacitor bank
charge. A linear relation is shown between the peak current and magnetic field.

can be charged to 20 kV with 29 kJ of stored energy.

The magnetic field produced along the axis of a circular current loop can be expressed

analytically by elliptic integrals [91] where

Bx(x, y, z) =
δxz

aα2βρ2

[
(a2 + r2)E(k2)− α2K(k2)

]
,

By(x, y, z) =
δyz

aα2βρ2

[
(a2 + r2)E(k2)− α2K(k2)

]
=
y

x
Bx, (3.13)

Bz(x, y, z) =
δ

2α2β

[
(a2 − r2)E(k2) + α2K(k2)

]
,

where, for the current coil, a = 1.1 cm is the radius of the loop, I is the current, δ = µ0I/π,

r2 = x2 + y2 + z2, ρ2 = x2 + y2, α2 = a2 + r2− 2aρ, β2 = a2 + r2 + 2aρ, and k2 = 1− α2/β2.

The elliptical integrals of the first and second kind are expressed as K and E respectively.

A finite coil thickness, L, can then be constructed by stacking single coils and evaluating the

above expression at the location of each loop.

70



A measurement of the axial magnetic field, Bz(0, 0, z), along the coil axis was charac-

terized using a single-turn pickup probe with a 1.975 mm diameter. Figure 3.19(a) shows

a comparison between the measured and calculated peak magnetic field for capacitor dis-

charges of 2 kV. Slight changes in the values of solenoid length and radius in the analytical

calculations were made for better fit to the data at the wings, where afit = 1.6 cm and

Lfit = 2.1 cm. The discrepancy between these can be accounted for by the finite thickness

of the coils and insulating films. A 2D (r̂-ẑ) finite element field simulation was performed

to predict the steady state magnetic field produced by a current in the solenoid using the

Ansoft Maxwell 3D software [92]. The result has a better agreement to the data than the

modified analytic solution, particularly for the low-field wings.

The coil was tested for various discharge currents with the results shown in Figure 3.19(b).

Extrapolating from the observed trend, the maximum achievable peak magnetic field for this

power source is ∼17.5 T. This field is well below the magnetic pressure limitation of oxygen-

free copper, where for the alloy used, the tensile strength was 330 MPa corresponding to a

maximum field of Bmax =
√

2µ0PB = 29 T.
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CHAPTER IV

Positron Generation from Laser Wakefield Electron

Sources

This chapter investigates using laser-wakefield accelerated (LWFA) electrons to drive pair

production in a secondary target. This platform has several clear advantages over the direct

irradiation of a target with an ultaintense laser, namely that laser-wakefield systems are

tabletop, are capable of a high repetition rate (up to 10 Hz), and can generate relatively

high-charge electron bunches with energies of 100s of MeV up to several GeV. Since the

electron acceleration mechanism is independent of the pair production target, the initial

conditions of the generation process can be known with a high level of certainty as opposed

to direct irradiation where the electron acceleration and pair production are integrated,

occurring within the same target.

This work was motivated by a study by Sarri et al. [13] that reported a highly collimated

beam of dense positrons using this experimental platform. Here, we discuss an attempt to

reproduce these results, where it was found that a similar electron source did not result in

a measured positron signal. Furthermore, Monte Carlo modeling indicated that a factor

of 5–30 more beam charge was necessary to exceed the detection threshold and that an

initially collimated electron source produces a divergent positron beam that was an order of

magnitude larger than reported in Ref. 13 (100 mrad in the current study compared with

2.3 mrad in Sarri et al.). The results presented here are in stark contrast to those in Sarri

et al., where it is believed that in the latter study, critical aspects of charged particle transport

physics through thick, high-Z targets were not included, namely collisional scattering.
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Figure 4.1: Cartoon of an ultrafast laser pulse propagating in an underdense medium with
the formation of a plasma bubble in its wake. Figure courtesy of F. Albert.

The current work provides new understanding to the fundamental limitations of creating

narrow-divergence, high-density positron beams from laser-wakefield platforms, which are

critical for potential applications in laboratory astrophysics experiments. Portions of this

chapter are in part a reprint of the material contained in the publication Williams et al. [15]

where the dissertation author was the primary investigator and author of the paper.

4.1 Experimental Conditions of LWFA

As a laser pulse propagates through a low density gas, the radial ponderomotive force

drives electrons in an oscillatory trajectory. The gas, typically helium with or without a

dopant, is supplied by either a supersonic gas jets [93] or sub-atmospheric gas cell [94]

in order to shape the spatial density profile. At the focus of an ultraintense laser, with

I > 1018 W/cm2, the electrons are completely evacuated by the electric field forming an ion

bubble in the wake of the pulse. The expelled electrons return to the laser axis where the

strong Coulomb attraction of the static ions accelerate the trapped electrons at the back of

the bubble structure. These accelerating gradients can reach magnitudes of a few MeV/µm,
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Figure 4.2: Image of the Callisto focal spot (a) and experimental setup (b) at the Callisto
Laser System. The 11 µm FWHM spot contains 50% of the laser energy in the
beam.

efficiently producing electron beams with energies exceeding 1 GeV with charges of 108–1010

electrons per bunch [43, 46, 94–96]. The bubble-regime of LWFA, shown schematically in

Fig. 4.1, is explored in more detail in Chapter 2.2.4.

A pair generation experiment using LWFA was performed in the Callisto target area at

the Jupiter Laser Facility at Lawrence Livermore National Laboratory. The laser delivers

an 800 nm, 60 fs pulse focused by an f/8 off-axis parabolic mirror. The focal spot shown in

Fig. 4.2(a) was measured at low energy, in an equivalent plane using a CCD camera which

had an effective pixel size of 0.7 µm, and measured 10 µm in the vertical direction and

12 µm in the horizontal. An 11 µm FWHM circular spot contained half of the laser energy

which varied between 6.5–10 J. This is equivalent to a normalized laser amplitude between

7 < a0 < 9, intensities of 1.1–1.8 × 1020 W/cm2, and powers of 100–170 TW. The focal

position was placed 500 µm inside a 3 mm, helium-filled gas cell with a 0.5 mm and 1 mm

pinhole at the entrance and exit, respectively (see Refs. 46 and 97 for details on the gas cell).

A range of gas cell backing pressures were explored in order to optimize both the mean

electron energy and total beam charge, the product of which is nominally conserved [98].

The pure helium gas was puffed into the cell 50 ms before the arrival of the laser, allowing

any turbulence and density inhomogenates to decay away and establishing a smooth entrance

and exit density profile. A pressure of 550 Torr was found to produce the best compromise

of high flux and high energy where a transverse interferogram measured the fully ionized
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Figure 4.3: (a) Raw electron image plate data (top) and analyzed data (bottom) from the
Callisto laser with 6.5 J of energy on target. Image color and x-axis has been
linearized where the FWHM divergence is outlined as a 9 mrad projection from
the laser focal spot location.
(b) Transverse lineout of the electron spectrum taken at 50 MeV (5 cm within
the EPPS slits) shows no hard-edge clipping with a FWHM of 1.7 mm.

electron density of the gas to be ne− = 9 × 1018 cm−3 where ne/nc = 5.3 × 10−3. For these

conditions, the dephasing length is 1.5 mm and pump depletion length is 3.4 mm. The laser

and density conditions place the acceleration mechanism into the 3D nonlinear regime or

complete blowout regime of LWFA, for which we can expect to accelerate electrons up to

∼300 MeV [43, 45, 99].

The electrons were measured by the EPPS, which was positioned 9 cm behind the gas

cell and equipped with a 1× 2 mm2 slit where the direction of dispersion was in the smaller

dimension. A diagram of the experimental layout is shown in Fig. 4.2(b). Aluminized mylar,

1 µm in thickness, was wrapped around the Fuji BAS-SR image plate to protect against

exposure from the transmitted laser light. The spectrometer was operated with and without

the front 5 cm lead collimator housing in attempts to minimize background signal. A small

spectrometer slit, with an angular acceptance angle of 22 mrad, was used since the positron

spot size at the detector was expected to greatly overfill the aperture area. The EPPS was

chosen as the particle spectrometer since the noise structures are very well understood and

reduce the possibility of misinterpreting data.
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Figure 4.4: Transmitted electron spectrum from monoenergetic beam through 1.5 mm of Ta,
as observed by a 22 mrad collection window in the forward direction. Initial-
ized electrons are downshifted in energy after traversing a target and secondary
electrons are generated at low energies.

Electron-to-positron converter targets made of 1.5 or 3.0 mm solid Ta (Z = 73), chosen

for its large pair production cross section, were placed 4 cm away from the back of the gas

cell. A total of 9 shots were performed with 1.5 mm Ta targets and 9 shots with 3.0 mm

targets. Additional shots were conducted using targets with thicknesses from 0.25 mm to

4.2 mm; however, the largest number of shots were performed with 1.5 and 3.0 mm targets

and we focus on these in the current study.

Since the blowout regime of LWFA is highly nonlinear, the electrons produced were not

reproducible on a shot-to-shot basis and predominantly dependent on the laser energy and

whether the laser correctly self focused without first filamenting. Electron spectra were

qualitatively similar consisting of a narrow divergence and a central peaked feature at high

energies. Here, we will focus on two electron spectra that represent the low and high limits

of beam energy and beam charge for the campaign.

Electrons from a designated “low intensity” shot, which did not have a converter target

in place, were produced with an on-target laser energy of 6.5 J and can be seen in Fig. 4.3.

The beam had an average energy of 50 MeV and a total charge of 56 pC (3.5×108 electrons).

The transverse profile of the beam has a Gaussian profile with a FWHM of 1.7 mm at a
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Figure 4.5: Electrons observed after first traveling through 1.5 mm Ta target (dots) for a
Callisto shot with 10 J of laser energy. The results of Monte Carlo modeling
to reconstruct the source electrons (solid) has a one-component exponential and
Gaussian functional form. The reconstructed electrons are forward propagated
to simulate the observed transmitted electrons (dashed).

distance of 5 cm inside the slit aperture, at the spatial point corresponding to the peak signal

energy of 50 MeV. Projecting this back to the laser spot size, the divergence of the beam

was 9 mrad and passed through the 2 mm slit without clipping, assuming an initial spot size

equal to that of the laser.

At a higher laser energy of 10 J, referred to as the “high intensity” shot, electrons were

observed extending out to energies above 300 MeV. However, the measured electron signal

was only observed after first passing through a 1.5 mm Ta converter target where the signal

overfilled the spectrometer aperture. Monte Carlo simulations were performed, using Geant4,

to reconstruct the initial source electrons using a bootstrap solving method. Electrons were

modeled as a collimated beam with narrow energy bands passing through a Ta target where

the scattered primary and secondary electrons within the solid angle of our detector were

collected for each energy band. A subset of these components are shown in Fig. 4.4 for

various initial electron energies.

The spectral profile of the reconstruction, which is a free parameter of the backwards

fitting procedure, was chosen to be a Gaussian plus an exponential where fit parameters
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Figure 4.6: Comparison between the electron sources observed in the current study and the
reported electrons from Sarri et al. [13]. Although the extremes of the two
electron sources presented here span the total charge and mean energy from
the Sarri et al. study, no positron generation was detected at the Callisto laser.
Calculations of total charge and total energy are taken from the shaded areas of
each curve.

of the distribution were solved for by inversion. This functional shape is representative of

other observed electron spectra during this and previously reported blowout regime LWFA

campaigns. The detected electrons from a 10 J laser shot is shown in Fig. 4.5, along with

the reconstruction of the original source electron beam. As a check of the estimated initial

source validity, the final reconstructed electrons were forward propagated through the target

and is well matched to the observed spectrum. The reconstructed electrons have a mean

energy of ∼120 MeV and total charge of 19 pC.

The reconstructed electrons represent the lower flux limit and are used as a bound on

the highest energy electron source observed. Since the measured electrons overfilled the

spectrometer slit, no experimental divergence measurement exists to inform the simulation,

therefore, a zero-divergence initial electron source was chosen for this reconstruction. If,

however, the electrons had an initial divergence, the transmitted electrons would be scattered

into higher angles and experience a larger effective target thickness with greater attenuation.

The total charge of such a reconstructed beam would necessarily be larger than that of the
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non-divergent case. It is noteworthily to mention again that the bootstrapping reconstruction

method used here does not guarantee a unique solution since the choice of spectral shape is a

free parameter and the spectral shape used was chosen due to the similarly shaped electron

beams at lower energies.

As a verification of the beam shape and emittance characteristics, several shots measur-

ing the LWFA electrons were performed with a dipole-style, two-screen spectrometer [100].

Shielding was placed 1 cm away from the beam axis to prevent direct line-of-sight from the

image plates to the converter target and the electrons beams were found to be consistent

within the range of energy, charge, and divergence when compared to data taken with the

EPPS. Positrons were also not observed using this spectrometer.

The background noise signal in the EPPS, predominantly resulting from bremsstrahlung

as well as fluorescence in the lead collimator, set a lower detection threshold limit of ap-

proximately 103–104 positrons/MeV, with a higher detection threshold at low energies. The

detection threshold was empirically determined from the stochastic noise structure of the

background signal and is shown in Fig. 4.7. Due to the Callisto laser repetition rate of

one shot per 30 min, exposing image plates for consecutive shots to build statistics was

impractical due to image plate fading times.

To better understand why a positron signal was not observed, analytic and Monte Carlo

models were used to describe the properties and dynamics of pair production in the context

of this experimental platform.

4.2 Analytic Modeling of LWFA-Produced Positrons

A simple analytic model, first described in Chapter 2.1, is used here to estimate the pair

yield via the Bethe-Heitler and Trident pair production processes. An analytic expression is

ideally suited for this experimental platform since the electron source function is known to

a high degree of certainty. Using normalized units, the positron yield per incident electron
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Figure 4.7: Analytic model and Monte Carlo simulation of positron production in a tantalum
target using (top) a 1.5 mm target and the “low intensity” electron source from
Fig. 4.3 and (bottom) a 3.0 mm target and the “high intensity” electron source
from Fig. 4.5. The analytic birth positron spectrum (dashed) shows discrepancies
with the birth Monte Carlo spectrum at low and high energies due to the assumed
equipartitioning of the photon kinetic energy. Positrons exiting the rear of the
target show attenuation at low energy and only a small fraction of the positrons
are within the solid angle of the detector (lower solid). This signal level is within
the measured noise threshold (shaded) of the EPPS.
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can be estimated by

Ie+ = ITe+ + IBHe+ ∝
T∫

0

dt

E0∫
mc2

Ik(E, k, t) σe+/e−(k)dk +

s(E0)∫
0

E0∫
0

σT (E(τ)) dτ dE, (4.1)

where T is the target thickness in units of radiation lengths, Ik is the fractional bremsstrahlung

energy distribution, σe+/e− is the photon pair production cross section, and E0 is the elec-

tron initial energy. The Trident cross section σT is a function of electron kinetic energy

which, in tern, is dependent on the CSDA range, s, of the electron within the target. The

first generation bremsstrahlung spectrum (photons produced by incident electrons) can be

approximated by

Ik =
ρ

X0k

T∫
0

e−µtdt

E0∫
k

4

3

k/E

ln [(1/(1− k/E)]
dE. (4.2)

With this, Eq. (4.1) can be evaluated to estimate the total number of positrons born inside

a target for an arbitrary electron source. For example, using the “low intensity” electron

spectrum, shown in Fig. 4.3, the expected birth yield is 1.5 × 107 and 4.8 × 107 for 1.5

and 3.0 mm Ta, respectively, where the Trident production accounted for roughly 2% of the

yield (see column 3 of Table 4.1). The analytic approximation for the Bethe-Heitler process

does not include pair generation from second-generation bremsstrahlung photons, which are

generally only a significant contribution at very thick targets (T > 2).

An estimate for the energy distribution of born positrons can be inferred from the energy-

dependent bremsstrahlung expression, Eq. (4.2). The number of positron-electron pairs

generated per incident bremsstrahlung photon is given by niσe+/e−τ , where ni is the nucleon

number density, and τ is the target thickness in physical units. If each positron-electron

pair is assumed to be created with equal kinetic energy, i.e., Ee+/e− = (Ek − 2mc2)/2, an

estimation of the Bethe-Heitler birth spectrum as a function of initial electron energy can

be made. The results of our analytic model using the “high” and “low” intensity sources for

both 1.5 and 3.0 mm Ta targets are shown in Fig. 4.7.

The energy dependence of the resulting positrons is a reasonable approximation for the
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central portion of the distribution and provides a first order estimate of the pair production by

LWFA electron sources. At the low and high energy regions, however, the probabilistic spread

in birth positron energies would be more prominent than depicted here. An assumption was

made that energy is conserved between the photon and pairs yet, this is not the case, since

pair production is a three-body interaction where the nuclear field is perturbed. As well, the

energy-dependence of collisional stopping in the target for the Bethe-Heitler pairs was not

taken into consideration. To fully incorporate these important components of pair production

and account for the many physics processes involved, a Monte Carlo simulation is necessary.

4.3 Monte Carlo Modeling of LWFA-Produced Positrons

Monte Carlo modeling was performed using the particle transport code, Geant4, with

all standard physics, including electron and positron ionization, bremsstrahlung, multiple

Coulomb scattering, particle induced x-ray emission, photoelectric absorption, Compton

scattering, and pair production via the Bethe-Heitler method. Four experimental conditions

were modeled with the target thickness either 1.5 or 3.0 mm and the electron source from the

6.5 J, “low intensity” shot or the 10 J, “high intensity” shot. A total of 3×107 electrons were

simulated in each case and scaled to the total charge for the respective source distribution.

Electrons were initially collimated and uniformly distributed over a 40 µm diameter spot,

representing the experimental electron spot size given a 9 mrad divergence at the location

of the target. A collimated electron source represents the lower bound on total pair yield,

divergence, and source size and the upper bound on pair density at the rear surface. The

positron-electron pair momentum, position, and relative time was recorded for each pair

birth throughout the interior of the target. Extraction planes at the exterior of the target,

as well as at increasing distances from the back surface, recorded emitted positrons.

As shown in Fig. 4.7 for each of the electron sources, the numerical pair production

matches well with the analytic model, except for deviations at high energies, where the

anisotropic energy partitioning, not present in the model, would be most evident. The

numerical simulations show that a large fraction of the lowest energy (<10 MeV) birth

positrons do not make it outside the target, where the stopping power is sufficient to cause
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Electron Source “Low Intensity,” EL = 6.5 J “High Intensity,” EL = 10 J

τ (mm) 1.5 3.0 1.5 3.0

NBirth
Analytic (×107) 1.57 4.99 0.83 2.62

NBirth
MC (×107) 1.49 5.02 0.83 2.93

NExit
MC (×107) 0.77 1.01 0.60 1.81

N1SR
MC (×107) 0.54 0.98 0.43 1.04

NDet.
MC (×105) 0.31 0.38 0.97 1.30

θ
Birth

MC (mrad) 304 337 196 219

θ
Exit

MC (mrad) 427 291 325 236

θ
H.E.

MC (mrad) 127 153 55 75

E
Exit

MC (MeV) 12.1 14.7 25.9 30.8

dMC (µm) 330 1490 90 310

nMC (×1012/cm3) 5.2 1.1 40.0 10.0

Table 4.1: Summary of analytic model and numerical simulations for the “high” and “low”
intensity electron sources and target thicknesses, τ , of 1.5 and 3.0 mm. The
positron yields, N , for the birth analytic model (column 3) and Monte Carlo sim-
ulation (columns 4–7) for the total number of positrons born in the target, escaped
the rear surface of target, exited in a 1 radian cone normal to the back surface,
and exited within the solid angle subtended by the detector in the experiment,
respectively. The positron mean divergences, θ, (columns 8–10) are given for all
birth positrons, exiting positrons from the rear surface, and high energy (H.E.)
positrons, respectively, where for the “low intensity” electron source EH.E. > 50
MeV and for the “high intensity” electron source EH.E. > 100 MeV. Column 11 is
the mean energy and column 12 is the FWHM diameter spot size of the positrons
exiting the rear of the target. Column 13 is the maximum density of the exiting
positrons, assuming a 10 fs electron bunch duration.
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the particle to come to rest within the bulk. The breakthrough energy for an electron or

positron is 3.7 MeV and 15.0 MeV for 1.5 and 3.0 mm of Ta, respectively [49]. This also

underscores the diminishing returns of increasing target thickness for a fixed electron source

where the positrons may be trapped in the target.

While total birth pair production increases significantly between the 1.5 mm and 3.0 mm

targets for the low intensity case, the number of exiting positrons and forward going positrons

(those within a 1 steradian cone) see only marginal increases (see columns 4–6 in Table 4.1).

For the “high intensity” electron source, the effect of stopping power is less evident as the

positrons do not stop within the 3.0 mm thickness. Furthermore, these simulations show

that only a very small percentage (0.5%–2%) of the total positron yield reaches the detector

entrance slit and that the anticipated dose is an order of magnitude below the measured

detection threshold.

4.3.1 Minimum Achievable Divergences

Despite the simulation initializing with collimated electrons, produced pairs are born with

large perpendicular momentum, where bremsstrahlung and pair production each contribute

to the angular divergence by θ = 1/γ[25]. Electrons and exiting positrons also have an

increased divergence due to small angle Coulomb scattering which, for Ta targets thicker

than ∼100 µm, is the dominant divergence effect over pair production [30]. The additional

increase in divergence from effects such as Compton scattering of a bremsstrahlung photon,

θComp, as well as any experimental initial electron divergence, θe− , would add in quadrature

to these effects assuming each to be approximated as a Gaussian angular distribution profile,

with the total divergence given by

θExit
e+ =

[
(θe−)2 +

(
θCoul
e− (E0, τ

′)
)2

+

(
1

γBrems

)2

+

(
θComp

Brems

)2

+

(
1

γe+e−

)2

+
(
θCoul
e+ (E ′, τ ′′)

)2

]1/2

,

(4.3)

where θCoul is the divergence contribution from Coulomb scattering for an initial electron of

energy E0 traversing a distance τ ′ and birth positron of energy E ′ over a distance τ ′′ where
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Figure 4.8: Positron trajectories within a 1.5 mm target for the 6.5 J, “low intensity” electron
source (top) and the 10 J, “high intensity” electron source (bottom). Radially
averaged physical location of positron birth (a, d) within the target (outlined).
Time integrated positron emission spot size (b, e) on the rear side of the target.
Emitted positron spectra as a function of divergence angle (c, f) from the back
surface normal direction. Color scales have been normalized for all plots.
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τ ′ + τ ′′ < τ . This divergence derivation also assumes there are no cascade events, where the

electron from the born pair is involved in a second pair production event. In these instances,

the divergence increases as a multiple of the cascade.

For each electron source, the emergent positrons have a large spot size on the rear of the

targets with an average divergence of 13◦–25◦ (see column 12 and 9 of Table 4.1, respectively)

and visualized in Fig. 4.8. These divergences are comparable to the 22◦–50◦ divergence

range that was measured from positrons emitted by direct laser-target experiments [7, 16],

suggesting that inelastic scattering inside the target dominates the exiting pair directionality

and that small initial source divergences are negligible for this experimental platform. For the

thick, 3 mm target cases of the “low intensity” electron source, the average birth divergence

is larger than the average exiting divergence, which is due to low energy positrons scattering

into very high angles, stopping and annihilating inside the target, as seen by the increase

in average energy of the emitted positrons for thicker targets. Positrons with the highest

energies (chosen to be greater than 50 MeV for the “low intensity,” 6.5 J electron source

and 100 MeV for the “high intensity,” 10 J electron source) are much more directional and

show less, but still significant, amounts of scattering than the average positron (see θ
H.E.

MC in

Table 4.1).

To investigate the physical processes occurring at different energies, we consider the

smallest positron divergence scenario, the “high intensity,” 1.5 mm Ta target. Shown in

Fig. 4.9, exiting positron divergences are plotted against the distance a positron travels

in order to exit the target, τ ′′. While the divergences span large values for a given birth

location, the trend is clearly shown; as the positron travels a longer distance in the target,

it picks up an increased perpendicular momentum. For the lowest energy positrons, these

divergences average 10s of degrees whereas the highest energy bins have a mean of 2◦–4◦.

The divergence for the highest energy positrons are consistent with previous work performed

at very high energies for positron sources at linear accelerators [101]. Positrons born very

near the rear surface have divergences between 1.2◦ and 2.8◦ (20–50 mrad) for the high and

low energy ranges, respectively. Since our simulations begin with collimated electrons, these

minimum divergences are the convolved result of the contributions from bremsstrahlung and

pair production, Compton scattering, and Coulomb scattering of electrons.
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Figure 4.9: Monte Carlo simulation of the energy-resolved divergences of emitted positrons
(dots) as a function of the distance between the rear surface of the target and the
positron birth location from a 1.5 mm target using the “high intensity” electron
source. The average divergences (solid) are shown for each energy condition.
Simulations were then repeated where Coulomb scattering was omitted from the
physics model (dashed).

The effects of the dominant scattering process is observed by repeating the simulations

without the inclusion of positron or electron multiple Coulomb scattering physics. Shown in

the dashed plot of Fig. 4.9, the positrons without Coulomb scattering have a nearly constant

divergence angle for any given range of energies. This is expected since Compton scattering

does not significantly contribute to divergence at these energies and the factor of 1/γ is

relatively constant for each particle within the energy bin. Table 4.2 presents analytic and

numerical results suggesting that the majority of the transverse momentum come directly

from the two-part Bethe-Heitler process (Lorentz factor scaling) for the simulation omitting

Coulomb scattering. The difference between these cases is likely due to the assumption of

treating the bremsstrahlung and pair production as Gaussian angular distributions and the

contributions of Compton scattering.

87



Particle Energy (MeV) 30 70 110 150 190(
θ2
k + θ2

e+/e−

)1
2 '
√

2/γ (mrad) 23.7 10.2 6.5 4.8 3.8

θMC without
(mrad) 33.6 15.8 10.8 8.4 6.7

Coulomb scattering

Table 4.2: Analytic approximation of the Bethe-Heitler (bremsstrahlung and pair produc-
tion) divergence compared against Monte Carlo simulations without small angle
Coulomb scattering included, averaged over centered a 20 MeV window, for a 1.5
mm Ta target.

4.3.2 Maximum Achievable Densities

The large number of scatters in the target also preferentially increases the temporal

profile of the low energy positron beam. In simulations, all electrons are initialized at the

same reference time; therefore, any spread in the positron arrival time at the back of the

target measures the straggle time within. Positrons produced from the 1.5 mm Ta, “high

intensity” case show a target-induced temporal spread between 4–56 fs for the highest and

lowest energy ranges, respectively (see Fig. 4.10), while very low energy positrons (< 20 MeV)

are emitted with a bunch duration of greater than 500 fs and, in the case of the 3 mm target,

durations up to 1 ps. Simulations have shown that the highest energy LWFA electrons

come from the first plasma bubble and have a duration of the half-width of the plasma

frequency (∼10 fs) [43]. Positron densities at the rear surface of the target are estimated by

convolving the electron pulse width into the simulation time where the maximum densities

were found to be on the order of 1012–1013 cm−3 (see Table 4.1). As with the divergence

angles, Monte Carlo simulations were repeated without Coulomb scattering included in the

physics model. This revealed positron pulse spreads between 0.5 and 2.5 fs, consistent with

semi-analytical models for the quantum cascades in high-Z targets [14]. The simulation

analysis presented here provides strong evidence for the absence of positron data in our

experiment and highlights the discrepancy between the previously mentioned studies [13].

Due to the highly divergent exiting positrons, a large increase in the source electron charge

is necessary to exceed the spectrometer detection threshold.
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Figure 4.10: Temporal straggling of positrons arriving at the back surface of the target as
a function of exiting kinetic energy (solid), given all particles are initialized
together. The majority of the positrons are emitted within the first few fs
while others straggle within the target delaying their arrival. The positron flux
decay rate, reaching a 1/e magnitude, is fit to each spectral window (dashed).
Modeled target was 1.5 mm Ta.

4.4 Discussion and Recommendations for Future Experiments

Experiments using LWFA electrons to produce positrons in a heavy metal target were

performed. A measurable positron signal was not observed for a range of electron sources,

target thicknesses, and shielding configurations. Numerical simulations show that, despite

producing 107 pairs, the large divergence angle of the emitted positrons reduced signal lev-

els below the detection threshold of the diagnostic. In order to observe positrons from a

single-shot wakefield electron source, the “low-intensity” source would need a total charge

of roughly 1.7 nC (a 30× increase) and the “high-intensity” source requires a factor of 5×
increase to 100 pC. Increasing the mean energy of the positrons will improve the divergence

characteristics; however, due to cascade pair production, the resulting positron beam will

have the majority of its charge at low energies and subject to Coulomb scattering as discussed

in this study.
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Although no positron signal was observed, this experimental platform does show great

potential for small laboratory scale experiments assuming the large positron flux can be

controlled and limited to a small volume. Recent experiments [16], and the study presented

in the following chapter, have demonstrated efficient collimation of positrons and electrons

using an external axial magnetic field acting as a focusing lens that increased signal levels

of a narrow energy feature by up to a factor of 40, where the collimation devices allow the

pairs to maintain a mm-scale transverse profile. Coupling such a device to this experimental

scheme would increase the number of positrons arriving at the detector to well above the

noise floor, facilitating many of the recently proposed pair plasma experiments [10, 63, 102].
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CHAPTER V

Target Material Dependence of Positron Generation

from Direct Laser-Matter Interactions

This chapter seeks to provide guidance on the expected positron yield for different target

materials and thicknesses using ultraintense lasers. Significant progress has been made to

parameterize pair production, from the target geometry [7], laser energy [10, 63], positron

emittance [8], and characterizing the photon emission and annihilation radiation [17]. A

systematic study of the material dependence on positron production, however, has never

been performed in the context of high intensity laser-matter interactions.

The primary obstacle to measuring positron production from various materials is the Z4

dependence of the Bethe-Heitler process. As the atomic number of the material is reduced,

the positron signal quickly drops below the instrumentation noise. Prior to this work, the

lowest reported element used in direct irradiation pair production investigations has been

tantalum at Z = 73. To be able to measure positrons from low-yield targets, a pulsed

magnetic lens was used to collimate relativistic positrons, increasing the signal observed

at a far field detector by more than a factor of 20. With this signal amplification, it is

now possible to measure positron emission from mid-Z elements as low as Cu (Z = 29).

From these measurements and Monte Carlo simulations, a simple power law relation was

found for the target material scaling of positron production. The effective positron yield

(those emitted in the forward direction) was determined to be proportional to only Z2, yet

this is still consistent with the Bethe-Heitler mechanism due to attenuation from Coulomb

collisions, which act to stop or scatter positrons into high angles. An extrapolation from the
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Figure 5.1: Diagram of the experimental setup. The Titan laser is incident on the target at
an angle of 16◦ and the focusing coil axis was parallel with the target surface and
in line with the EPPS. The coil had a thickness a = 19 mm and a bore diameter
of b = 21 mm.

simulations provides a predictive model for arbitrary target materials and laser intensities.

5.1 Experimental Design

An experiment to measure the positron yield as a function of elemental material was

performed at the Titan laser at LLNL [4]. Shown as a schematic in Fig. 5.1, a 10 ps laser

pulse with wavelength λ = 1054 nm was focused by an f/3 off-axis parabola into a focal

spot with a FWHM of 12 µm, containing 50% of the laser energy. The on-shot energy,

averaging 270 J, was reproducible to within 7%, and corresponded to a peak intensity of

2.4 × 1019 W/cm2. Targets were made of 6 materials (listed in Table 5.1) with various

mm-scale thicknesses and all had a diameter of 6.3 mm. The temporal profile of the laser

included a nanosecond-long pedestal originating from the intrinsic amplified spontaneous

emission and had integrated energies between 35–40 mJ for the entirety of the campaign.

This prepulse ionizes and ablates the front surface creating a large underdense plasma, with

which the main pulse interacts, increasing the laser absorption into relativistic electrons.

Prior to employing a collimating magnetic field, several reference shots were performed

under constant laser conditions to characterize the electron and positron source using 792 µm

thick tantalum targets. Spectra from these shots for each species are shown in Fig. 5.2. The
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Figure 5.2: Reference electron (upper) and positron (lower) spectra from shots without ex-
ternally applied magnetic field. The mean spectrum for each particle species is
shown in black with individual reference shots in grey. A Maxwellian exponen-
tial fit to each of the electron spectra had an average temperature of 4.1 MeV
(dashed). Angular dependence of positron yield is shown in the inset (dots) with
Gaussian fit (solid). The target for all presented data was 792 µm Ta.

EPPS charged particle spectrometer was oriented perpendicular to the target rear surface at

a distance of 43 cm and had a 1×1 mm2 aperture slit installed before the magnets and used

BAS-SR image plates. The high-energy portion (7–25 MeV) of the measured electron spectra

had a Maxwellian-like exponential temperature of 4.1± 0.5 MeV, which is characteristic of

stochastic acceleration mechanisms within the underdense plasma near the front surface [39].

The emitted electrons and positrons had a total integrated spectrum of 4.1(±2.0)×1011 and

Material Z A (g/mol) ρ (g/cm3) Target Thickness, d (mm)
Cu 29 63.546 8.93 1.02
Mo 42 95.940 10.22 1.15
Sn 50 118.690 7.29 2.36
Ta 73 180.948 16.65 0.792 0.518 0.279
W 74 183.850 19.25 0.538 0.265
Au 79 196.966 19.28 1.00 0.254

Table 5.1: List of targets and their parameters used in the current study. Positron yields for
targets with atomic numbers or thicknesses below those listed were not observed.
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3.2(±1.6)× 109 particles per steradian, respectively. The positron divergence, measured by

changing the angle of the detector with respect to the target, had a FWHM of 30◦, seen as

an inset in Fig. 5.2. Reference positron spectra had a modest signal to noise ratio of ∼10.

All reference shots for targets with Z less than Ta did not record positron signals above the

EPPS noise threshold of 108 electrons/MeV/Sr.

For this study, it is assumed that the mean positron energy does not change with target

material. The magnitude of the sheath potential is most directly controlled by the surface

area of the target and number of free electrons created. The later of which is dependent on

the electron density profile of the front surface. With a moderate prepulse of 35 mJ, the

plasma scale length on the front side is expected to blowoff into subcritical densities over

tens of microns. The electron conversion efficiency and characteristic spectral shape of the

fast electrons reachs an upper limit as the scale length increases, saturating at ∼15–30 µm

and consistent with the observed temperature [39].

To increase the signal observed at the detector, and measure the positron yield for these

materials, a Bitter-type [90] coil magnet was used to collimate the exiting positron and elec-

tron jets. The design of this magnet closely follows previously constructed, two-coil solenoids

used in magnetized plasma jet experiments [89, 103]. The details of the electromagnet and

resulting axial magnetic field profile have been described in Chapter 3.3. A magnetic lens

is a chromatic particle focusing optic used in many transport devices such as electron mi-

croscopes, accelerators, and medical proton therapy. A lens analogy can be made between

magnetic and refractive optics where focal and objective distances are related by the lens

power. Here, the strength of the lens is dependent on the magnitude and shape of the mag-

netic field and the energy of the particle. Predictive capabilities of the focusing geometry

are critical to the accurate interpretation of positron yield measurements using such a lens.

A diagram of the coil within the experimental setup is shown in Fig. 5.3.

5.2 Calculating Particle Trajectories in a Focusing Magnetic Field

Particle trajectories within an axial magnetic field can be estimated using an analogy to

refractive optics [104, 105]. A cylindrically symmetric geometry reduces the necessary field

94



Ultraintense !
Laser!

~I

~B

Target!

EPPS!

19 mm!f! O!

R 9 mm!

Figure 5.3: Diagram of experimental setup using a single-coil electromagnet as a focusing
lens. The target is placed at the focal distance f away from the coil and the
charged particle spectrometer at the object distance O.

measurements to only the axial field to calculate paraxial rays since Br is given by Gauss’s

law,

∇ ·B = 0 = πr2Bz(z)−
[
πr2Bz(z + dz) + 2πrBrdz

]
0 = 2πrBrdz − πr2∂Bz

∂z
dz. (5.1)

Here, the Taylor expansion of Bz(z + dz) was used resulting in Br = −(r/2) ∂Bz/∂z. The

equations of motion are given by expanding the Lorentz force to

Fθ = q (vzBr + vrBz)

Fr = q vθBz

Fz = −q vθBr.

(5.2)

Since the magnetic force does no work, |v| must be conserved. A particle, with charge q,

traveling along the coil axis is unaffected by the magnetic field where v×B = 0 always. For

close-to-axial trajectories, vz � vr, vθ, a positron (or electron) approaching the magnetic coil

center experiences a tangential force, Fθ, from the dominant field contribution vzBr where

Br is negative. The particle begins a spiral trajectory, where vθ is negative (counterclock-
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wise rotation) for positrons and positive (clockwise rotation) for electrons. The increased

tangential velocity pulls the particle towards the axis by making Fr more negative (in both

cases), acting like a convex lens. After passing through the coil center, the field lines begin

to diverge such that Br is positive and Fθ is negative, converting the motion of the gyrora-

dius back to axial velocity. This shows that the focusing effect is identical for positrons and

electrons since the signs cancel between q and vθ, apart from spiraling in opposite directions.

It is apparent from this that the region of the magnetic field responsible for the focusing is

located in the fringe, where Bz is rapidly changing.

A simple analytic model can be used to give an intuitive picture of the particle trajecto-

ries, where Eq. (5.2) is expanded out following Reimer [104], with v = (ṙ, rθ̇, ż), assuming

Bθ = 0 and that the trajectories of interest have small deviations from the axis (r is small

and vz is constant), the radial force on an electron is given by

mr̈ = −eBzr
e

2m
Bz +mr

( e

2m
Bz

)2

= − e2

4m
rB2

z , (5.3)

or
d2r

dz2
=

e

8m0U∗
rB2

z (r) and U∗ =
E

e

(
1 +

E

2E0

)
, (5.4)

where E is the total kinetic energy and E0 = m0c
2 = 511 keV. Assuming the axial magnetic

field can be expressed as a Lorentzian function, Bz = B0/[1+(z/ξ)2], where 2ξ is the FWHM,

the radial trajectory of a particle can be reduced to

d2y

dx2
= y′′ = − k2

(1 + x2)2
y, (5.5)

where the dimensionless parameter substitutions are y = r/ξ, x = r/ξ, and a lens strength

parameter

k2 = eB2
0ξ

2/8m0U
∗. (5.6)

The numerical solution to Eq. (5.5) is shown in Fig. 5.4 for various lens parameters, where

the particle origin is set to the experimental placement of the target, and ξ = 30 mm, which

was derived from a fit to the measured field. This model shows that for a lens strength of

k = 0.61, a positron (or electron) will be collimated at the exit of the field. Using the mean
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Figure 5.4: Trajectories of electrons or positrons passing through an axial magnetic field
with initial divergences of 30◦. As the magnetic lens parameter k increases, the
electrons collimate (k = 0.61) as they exit the field and eventually are focused
to a point along the axis (k = 0.75). At much higher strengths (k = 6.0), it is
possible for the electron to pass through focus creating multiple image points.

value of the reference positrons from Fig. 5.2 of 7 MeV, this lens strength corresponds to a

magnetic field magnitude of B0 = 2.1 T. The focusing condition, where the particle arrives

back on axis after 300 mm, occurs at a strength of k = 0.75, equal to B0 = 2.5 T for an

E0 = 7 MeV. If the field strength is fixed at 2.5 T, an electron or positron can execute a

double focusing trajectory if the particle energy is ∼0.5 MeV, as shown in the k = 6.0 case.

Since the source size, divergence, and spectral properties vary significantly, a numerical ray

tracing simulation was build for this application.

A ray tracing model was built that includes the full 3D description of the magnetic field

constructed using the elliptical integral method described in Chapter 3.3. A fourth order

Runge-Kutta numerical solver was employed to propagate particles through the field where

a range of initial conditions could be explored. Figure 5.5 shows the measured field against

the axial component of the calculated full field. Trajectories from particles with either 7.0

or 7.5 MeV of total energy and initial divergences of 1–10◦ show a scenario with the beam

focused and partially focused. The sensitivity of the chromatic focusing effects can be seen
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Figure 5.5: The measured axial magnetic field (dots) is reconstructed using elliptical integral
calculations of the magnetic field (solid black) and used to propagate 7.0 and
7.5 MeV particles (solid and dashed, respectively). For a particular energy, the
field will focus a wide range of initial divergences, here shown as rays between 1
and 10 degrees. The sensitivity of the focal condition is demonstrated where the
higher energy particles focus into a finite spot.

here with the small energy difference. The spread of initial divergences demonstrates the

finite focal spot, analogous to Gaussian optics, where the change in vr/vz dramatically affects

the image distance of the lens.

The entire phase space of the focusing condition as a function of particle kinetic energy

and initial divergence is plotted in Fig. 5.6. Particles were uniformly initialized with energies

up to 10 MeV and initial divergences up to 10◦ from a point source along the coil axis. A total

of 5× 105 particles propagated through the 3D magnetic field and the beam was considered

“collimated” or “focused” if the radial position, measured at a distance of 43 cm after the

target, was less than 1 mm. These dimensions equate to the distance from the target and

nominal acceptance geometry of the EPPS.

Low energy particles are shown here to meet the collimation condition, which was also

qualitatively seen in the analytic model, at energies of ∼1.9 MeV, 1 MeV, and continuously

lower. These models reveals that very low energy particles are more susceptible to the field
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Figure 5.6: Collimation condition for a range of particle kinetic energies and divergence an-
gles where the experimental spectrometer aperture and distance from source were
used to define “collimation.” Low energy particles, less than 2 MeV, reach the
detector by passing through focus multiple times. Each energy and divergence
bin was initialized with the same number of particles.

effects and are focused multiple times before being collimated. For each collimation condition

node, the range of accepted energy narrows. Here, the primary focusing energy has a width

of 100s of keV whereas the twice-focused energy is at least a factor of 2 smaller.

5.3 Experimental Results

Before measuring positron yields from different target materials, the coil magnetic field

was tuned to maximize the number of positrons observed at the peak energy of the ref-

erence shots, 7 MeV. Figure 5.7(a) shows successive shots with increasing peak magnetic

fields, scanning from the off (reference) condition up to 6.5 T. The positrons at the focusing

criterium appear on the raw image plate as bright spots superimposed over the reference

positrons and can be seen to shift to higher energy as the magnetic field is increased. The

optimized field of B0 = 2.6 T maximized the number of observed positrons by a factor of

20 at the peak and a factor of 6 in the integrated number of positrons compared to the

reference shot, as seen in Fig. 5.7(a). Positrons observed in reference shots spanning the
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Figure 5.7: (a) Raw positron image plate data for various peak magnetic fields: off (top),
2.6 T (middle), and 6.5 T (bottom). The initial exiting positron signal can
be seen just above background in the reference shot whereas the cases with
focusing fields show signal significantly above background. As the magnetic field
is increased, the energy at which positrons are collimated also increases.
(b) Positron spectra for the reference and 2.6 T shot shows a factor of 20 times
increase in the maximum observed signal.
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wide range of 5–10 MeV also appear in collimation shots since they essentially propagate

along the axis and are unaffected by the focusing field. The positrons emitted at high angles

and subsequently collimated appear superimposed over the on-axis particles.

The collimated positron spectrum has a larger energy spread than expected from the

analytic or ray tracing models. This implies that the solenoid most likely has achromatic

and spherical aberrations, which are characteristic of lenses with large bore aspect ratios,

such as our coil. Using perfectly cylindrical fields to propagate the reference positrons at

the optimized field strength, the ray tracing simulation predicts a maximum signal increase

of ∼50 times that of the reference. The observed 20 times increase can be accounted for by

imposing either small perturbations to the field symmetry (∼10%) or tilting the axis of the

coil with respect to the particle beam axis (∼1–2◦).

For the targets listed in Table 5.1, the emitted positron yield was measured using the

collimating magnetic field and experimental platform described above. Pair yield has a

complicated dependency on target parameters, which was discussed in detail in Chapter 2.1,

where a brief review of these scalings is helpful to establish the correct independent variable

on which to base the following yield measurements.

5.3.1 Theoretical Expectation of Material Dependent Pair Production Scaling

The cross section scaling of pair production is dependent on laser-accelerated electron

energies, target atomic number, thickness, and areal density. The total cross section of the

Trident process, σT , has been approximated [32, 33] for electron energies from the production

threshold of 2mc2 up to 100 MeV by

σT = 5.22 Z2 ln3

(
2.30 + E0

2.53

)
µb, (5.7)

where E0 is the kinetic energy of the incident electron in MeV. The probability of a pair

being generated by the Trident process is then

dPT = niσTd ∝ NA

(
Z2ρd

A

)
, (5.8)
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where ni, d, and A are the ion number density, thickness, and atomic number of the target

material, respectively and NA is Avogadro’s number.

The probability of generating a pair via Bethe-Heitler is the product of creating a

bremsstrahlung photon,

dPk = niσkd, (5.9)

and creating a photo-ion positron-electron pair

dPe+e− = niσe+e−d
′, (5.10)

where σk and σe+e− are the bremsstrahlung and photon-ion pair production cross sections

and d′ is the distance between the photon creation event location and the back of the target.

The bremsstrahlung differential radiation cross section can be expressed by the Bethe-Heitler

formula using a relativistic Born approximation and an unscreened nucleus as [23]

dσk =
4Z2r2

0

137

dk

k

[
1 +

E2

E2
0

− 2

3

E

E0

] [
ln

2EE0

k
− 1

2

]
, (5.11)

where r0 is the classical electron radius, k is the energy of the emitted photon, and E0 and

E are the initial and final energy of the electron, respectively. This approximation is valid

for the high-energy bremsstrahlung photon tail, which is responsible for the majority of pair

production in the Bethe-Heitler process. The unscreened, relativistic Bethe-Heitler formula

for pair production by a photon is [26]

dσe+e− = 4Z2r2
0

[
E2
e+ + E2

e− + 2
3
Ee+Ee−

137k3

] [
ln

2Ee+Ee−

k
− 1

2

]
dEe+ , (5.12)

where the total energy of the created positron and electron are Ee+ and Ee− , respectively. In

Eq. (5.11) and (5.12), the electron, positron, and photon energies are in units of mc2. Since

both σk and σe+e− each scale as Z2, the total Bethe-Heitler process has a birth yield of

dPBH = dPk dPe+e− = n2
iσkσe+e−dd

′ ∝ N2
A

(
Z2ρd

A

)2

. (5.13)
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The Bethe-Heitler and Trident pair generation are each proportional to the term (Z2ρd/A)n,

where n = 1 for Trident and n = 2 for Bethe-Heitler, where for thick high-Z targets, Bethe-

Heitler will be the dominant process. For the case of Au, the pair production yield is balanced

between the two at a target thickness of ∼20–40 µm, depending on initial electron temper-

ature (see Fig. 2.6) [34, 106]. For the mm-scale target thicknesses in this study, the Trident

contribution is estimated to be 2–12% of the total yield.

The number of emitted positrons will be reduced from the birth yield scaling by several

scattering and absorption processes including ionization, below-threshold bremsstrahlung

emission, photo nuclear absorption, collisional energy loss, and Compton scattering. The

latter two being the dominant mechanisms that reduce the effective pair yield from the Z4

dependence of the simple model. The collisional energy loss for electrons and positrons is

linearly dependent on Z [50]. At the high energy limits (> 1 MeV), the Compton scattering

cross section is proportional to the number of electrons per atom, Z, where at energies

near the creation threshold, Compton scattering is the dominant process. The result is an

effective pair yield where the scaling proportionality is n � 2. The integrated contribution

of these multiple scattering mechanisms extend beyond the simple explanation presented

here. A Monte Carlo code, in which all processes can be considered in parallel, is well suited

to address such a problem.

5.3.2 Comparison of Data and Monte Carlo Simulations to Derive an Empirical

Scaling Relation

For each experimental target shot, the recorded positron spectrum was numerically inte-

grated over the signal range of 5–10 MeV where the cumulative results are shown in Fig. 5.8,

plotted against the normalized pair production term, Z2ρd/A. Each data point has been

normalized to the laser energy delivered on target, which has a standard deviation from the

mean of 6.5%. The confidence intervals on the data represents only an estimated uncertainty

in the measurements where the distance between repeated data point give an approxima-

tion of the shot-to-shot variation. The full derivation of the EPPS uncertainty is given in

Appendix C.

To complement the analytic model presented above, numerical modeling was performed
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Figure 5.8: Positron yield per unit solid angle as a function of the pair production term
Z2ρd/A (markers). Monte Carlo simulations (red asterisks) show nominal agree-
ment with the data, after the effects of sheath field acceleration and magnetic
collimation are accounted for. A power law fit to the simulation (solid) has a
scaling far below the Bethe-Heitler exponent of n = 2 due to attenuation in the
target.

using the Monte Carlo particle tracking code Geant4. Simulations were initialized with

3× 107 randomly seeded electrons in an exponential Maxwellian distributions with a 4 MeV

characteristic temperature. Electrons were initially collimated and injected into simulated

targets of the same material composition and dimension as in the experiment. Positrons were

generated via the Bethe-Heitler method only, where the scattering and absorption mecha-

nism included bremsstrahlung, multiple Coulomb scattering, particle induced x-ray emission,

photoelectric absorption, electron and positron ionization, and Compton scattering. The en-

ergy, position, and momentum of each positron was recorded at the moment of birth and

again if the particle escaped the boundary of the target. Simulations did not include self-

generated or externally applied electromagnetic fields. To make a direct comparison between

experiment and model, the sheath field acceleration and effective collimation from the coil

must be accounted for.

Positrons with sufficient kinetic energy to escape the target are accelerated at the target-

vacuum interface by a sheath electric field established by hot electrons streaming through
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the target. This imparts a shift in the positron energy spectrum equal to the magnitude of

the sheath, which depends on the target surface area and is well described by a capacitor

model [64]. The peak energy of emitted positrons was found to be 7 MeV for targets with a

diameter or 6.3 mm, whereas the Geant4 calculations show a peak positron position of 2 MeV,

consistent with previous numerical models [7]. In order to match data and simulation, an

energy shift of 5 MeV was applied to simulated exiting positron spectrum.

From the particle ray tracing models and measured data, the estimated effective colli-

mating conditions accept positrons with divergence angles below 10◦ and energies of 7.0 ±
0.7 MeV. Positrons with these parameters were collected from the energy-shifted simulation

results. The total number of positrons from the simulation was then scaled by the input elec-

tron beam energy, assuming a laser-to-electron coupling efficiency of 50%. The simulation

results are shown in Fig. 5.8 where, the simulation matches the data in both the magnitude

and trend, given the scatter in repeated data points. A power law fit to the simulation

shows that the position yield scales as (Z2ρd/A)1.16. This agreement between the simulation

and data supports the assumption that the pair production process is dominated by the

Bethe-Heitler process for the current set of target thicknesses.

A more comprehensive survey of the positron scaling was performed by repeating the

Geant4 simulations for target materials ranging from lithium (Z = 3) to uranium (Z = 92).

For these simulations, the target thickness was kept fixed at a constant 1 mm and initialized

electrons had a Maxwellian temperature of kTe− = 4 MeV where all materials used standard

literature values for their densities [107]. Positrons of all energies were measured within the

target when created, upon exiting the target in 4π, and exiting from the rear of the target

within a 1 steradian cone. Each data set, shown in Fig. 5.9, is well described by a power

law proportional to (Z2ρd/A)n where n = 1.83(±0.03), 1.26(±0.06), and 1.13(±0.05) for

the created, exited, and 1 steradian collection regions, respectively. The positron creation

scaling exponent of n = 1.8 is very close to the approximated expected value of 2 for the

Bethe-Heitler process. This exponent is reduced by the effect of Compton scattering in the

target as well as the yield scales closer to dd′ instead of d2. The difference in the exponents

between created and exiting provides an order of magnitude estimate of the scattering loss

due to target attenuation.
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Figure 5.9: Positron yield scaling for all elemental materials of total thickness 1 mm. The to-
tal number of positrons created (triangles), exiting the target (dots), and exiting
within a 1 steradian cone out the rear of the target (squares) are fit to a power
law relation (solid lines) for each set of simulations. The n = 2 Bethe-Heitler
scaling is nearly recovered for the birth yield.

If the initial electron temperature were allowed to vary, a corresponding change in the

positron yield would be expected due to the energy dependence of the pair production cross

sections. Shown in Fig. 5.10(a), the Maxwellian electron temperatures of the simulation

were changed from kTe− = 2 MeV to 100 MeV where the scaling proportionality remains

valid for targets of a constant thickness of 1 mm. The scaling power, determined by fitting

the pair yields for each temperature and seen in Fig. 5.10(b), increases to a saturation limit

of n ≈ 1.6 at kTe− = 100 MeV since the pair production cross section is relatively energy

insensitive above ∼50 MeV. The diminishing returns of the pair yield scaling suggests that,

when designing an experiment which relies on pair production, the laser intensity should be

chosen such that the produced electron temperature is of the order 20 MeV, after which it is

better to increase the total laser energy to take advantage of the E2
L dependence demonstrated

in Ref. 10.

106



 0 10 20 30 40 50 60 70

10
7

10
8

10
9

10
10

Z
2
 × ρ × A

−1
 (cm

2
 mol)

P
o

s
it
ro

n
s
 p

e
r 

J
 o

f 
E

le
c
tr

o
n

 E
n

e
rg

y

 

 
kT = 2 MeV

kT = 4 MeV

kT = 7 MeV

kT = 14 MeV

kT = 27 MeV

kT = 52 MeV

kT = 100 MeV

0 20 40 60 80 100

0.6

0.8

1

1.2

1.4

1.6

Electron Temperature (MeV)

S
c
a
lin

g
 p

o
w

e
r,

 n

Figure 5.10: (a) Scaling of positron yield collected from a 1 steradian cone on the back
surface of 1 mm targets for various materials and electron temperatures with
power law fits applied to each temperature.
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5.4 Conclusions

In summary, we have experimentally measured the effective positron production scaling

of target material in direct laser-matter interactions for a range of materials and thicknesses.

The pair production mechanism is in agreement with the Bethe-Heitler method for the

targets investigated; however, the positrons emitted into a jet on the rear surface only scales

as Z2 due to energy loss mechanisms in the target. A simple power-law scaling relation for

the effective positron yield was established where the limitations of using ultra-hot electron

distributions were determined. This work directly impacts the experimental design of future

laboratory created relativistic positron jets applications such as in the injector stages of

linear accelerators [8], in creating magnetically confined charge-neutral pair plasmas [16],

and as a platform for astrophysically-relevant collisionless shock experiments [10, 14].

108



CHAPTER VI

Positron Radiography of Ignition-Relevant ICF

Capsules

The unique characteristics of laser-produced positrons, namely their quasimonoenergetic

and relativistic nature, offer possibilities to be used as tools to probe HED conditions. In

this chapter, the feasibility of using such positrons as a radiographic tool is considered

through Monte Carlo simulations. The results suggest that the currently available positron

sources may be able to resolve the areal density and shell dimensions of direct-drive, ignition-

relevant inertial confinement fusion (ICF) capsules or other similar warm dense volumes. The

narrow bandwidth nature, short duration, small emittance, and moderate scattering cross

sections of relativistic positrons provide a unique radiography platform to study high density

plasmas and solids with the added capability of diagnosing dynamic electromagnetic fields.

Using examples of the current ps-class petawatt lasers and the newly commissioned NIF

ARC [108, 109] laser, it is demonstrated that areal densities between 0.02–0.2 g/cm2 can

be successfully radiographed. Positrons, with their low mass, are affected by electric and

magnetic fields present on the surface of the capsule where it is estimate that this technique

can be used with line-integrated magnetic fields of
∫
B × d` < 10 T·mm.

6.1 Inertial Confinement Fusion

Nuclear fusion combines two lighter nuclei to form a heavier ion with a higher binding

energy than either of the initial particles. The unconserved mass in the interaction is released
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in the form of kinetic energy, following Einstein’s E = mc2 relation. Among the highest

yielding reactions occur between isotopes of hydrogen, deuterium (D) and tritium (T), to

form helium. These reactions include

D + T→ 4He + n+ 17.6 MeV

D + D→

 T + p+ 4.0 MeV

3He + n+ 3.3 MeV

D + 3He→ 4He + p+ 18.3 MeV,

where the DT and D3He reactions are most exothermic. The activation energy of these

reactions, which prevents spontaneous fusion events, requires that the system kinetic energy

is large enough to overcome the Coulomb repulsion. This threshold is reduced slightly due

to quantum tunneling, where the kinetic energy needed for a DT reaction is 1.2 MeV and

4.7 MeV for D3He.

For the purpose of energy gain, a controlled chain reaction is necessary where the released

kinetic energy of the daughter particles drives further fusion reactions. However, heating the

fuel to these energies while maintaining high densities to facilitate the steady-state burn

is difficult; the pressure increases in the plasma as it heats, causing it to expand if not

spatially confined. Inertially confining the fuel in a spherical implosion attempts to increase

the density for a long enough time to allow a burn wave to propagate throughout the fuel.

The burn parameter is a function of the reaction rate, fuel density, and ion temperature,

given in units of areal density. For ICF temperatures, a threshold on the order of 1 g/cm2

is required to reach conditions which will burn a majority of the fuel.

The technique of ICF [110] uses symmetrically configured lasers to ablate away the shell

of a fuel capsule. The ablation pressure causes the fuel to converge to 300–1000 times solid

density with stagnation radii on the order of 10–100 µm. In direct-drive ICF, lasers are

focused directly on the capsule and absorbed by the shell. Indirect-drive ICF uses a gold

canister, called a hohlraum, around the capsule where laser energy is first converted into

x-rays. These x-rays bathe the capsule in a spatially smooth, spectrally Planckian radiation

that drives the shell ablation. For each of these schemes, a number of instabilities arise on
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Figure 6.1: A short pulse incident on a gold target creates a positron beam that area-
backlights an imploding ICF fuel capsule. A hohlraum and 2D radiograph are
shown for completeness. In a full-scale experiment, considerations would need
to be made to mitigate scattering from the gold hohlraum walls, if present, and
to charge separate the copropagating positrons and electrons.

the vacuum-shell and shell-fuel interfaces that breaks the implosion symmetry, reducing the

final areal density of the fuel core.

At the NIF at LLNL, as well as at the other ICF facilities, a great deal of effort is taken

to characterize, understand, and mitigate these instabilities by measuring the in-flight shape

of the fuel during the compression and deceleration phases of the implosion. Currently, x-ray

diagnostics are used to quantify the fuel shape and neutron measurements to infer the fuel

areal density. The addition of a new method to directly measure, or even constrain, the

metrics of an ICF implosion will help to better understand these implosions, taking one step

closer to bringing star power to Earth.

6.2 Positron Radiography of Fuel Capsules

An area-backlighting radiography source must have characteristics of being monoener-

getic, have high brightness, and originate from a small spot size, all of which contribute to the

spatial resolution of the image. The energy of the source particle and scattering amplitudes

within the material of interest determines the optimal areal density where radiography can

be applied. Here, we investigate the measurable range of areal densities using the parameters

of current and future positron sources.
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A number of assumptions are made to simplify this very complex problem to investigate

the feasibility of positron radiography, where a mockup of an experimental setup is shown

in Fig. 6.1. Order of magnitude estimates for all physical values have been taken for the

presented simulations and analysis with ranges noted for all parameters. This ensures that

the final result best represents the dominant physics mechanisms and gives a valuable first

order approximation of the platform.

The final design specifications of the NIF ARC short pulse are 12 kJ of energy in a pulse

duration of 1–30 ps. From the energy scaling relations presented in Ref. 10, a 10 ps laser with

the full 12 kJ of energy is expected to produce 3× 1013 positrons using a 1 mm Au target.

Currently, Omega EP is the most efficient positron production laser at Ne+ ' 1012. Assuming

the divergence of the positrons follows Liouville’s Theorem, as described in Ref. 63, the mean

energy of the beam and its cone angle are inversely proportional where the minimum value

asymptotically approaches 10◦. For the presented simulations, the position beam is modeled

as a spatially uniform flat top beam with a minimum divergence of 10◦, overfilling the target

by several times the shell radius. It is expected that the mean positron energy grows with

laser energy, limited only by the maximum sheath field potential on the target surface.

Currently available, 1.5 kJ lasers are capable of generating positrons with peak energies near

30 MeV [63]. As such, for these simulations, a conservative value of 30 MeV is used, with the

anticipation that higher energies could be used for larger laser systems. The standoff distance

between positron source and radiograph object is constrained by experimental geometry.

With either direct or indirect drive ICF, the symmetry of the lasers or the hohlraum limit

the minimum distance to a nominal 5 mm.

The simulated target is a simplified case of an ignition-relevant fuel capsule with a silicon

doped (2%) CH plastic ablator shell and a solid DT fuel ice layer [111]. The capsule has

an initial preshot radius of ∼1 mm where the thickness of the shell and fuel are ∼200 µm

and ∼100 µm respectively. Each ICF campaign is intended to investigate a specific physics

mechanism and capsules are tailored to best achieve their primary goal where complicated

shell layering, dopants, and geometries are common. We have chosen to restrict the scope of

this work to consider only the simplest form where the variants are constrained to fuel-only

and fuel-with-ablator capsules. More complicated geometries and inhomogeneous conditions,
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Figure 6.2: Simplified cross section diagrams of ICF capsules during the implosion phase.
Shocks are driven through the ablator to accelerate and compress the layer of
DT ice formed on the inner surface. After the driver turns off, and the fuel has
acquired its maximum kinetic energy, the capsule decelerates reaching a peak
compression areal density of ∼2 g/cm2.

such as coronal plasmas, modulations in thickness and densities, or the hohlraum walls and

windows, are not considered.

Four fuel capsule areal densities ranging from 0.002–2 g/cm2 are investigated, which span

from uncompressed to capsule stagnation densities. The fuel is a 50/50 mix of deuterium

and tritium, which is typically the mix ratio for high-yield targets, modeled as a uniform,

isothermally compressible gas at solid densities. The capsule ablator has densities and shell

thicknesses dependent on the phase of the implosion, where at maximum compression, ρCH =

1
10
ρDT. Hydrodynamic simulations [112] show that the ablator is highly dynamic, ejecting

very large (mm-scale) and relatively dense (>10−2 g/cm3) coronal plasmas, mainly controlled

by the relative timing and intensity of the laser pickets designed to launch shock waves into

the fuel. For this study, the coronal plasma is ignored and the shell is modeled with an

infinitely steep density gradient. Rounded estimates for the dimensions and densities of the

fuel and capsule during the implosion are shown as diagrams in Fig. 6.2. To investigate the

energy loss through multiple scatter events within the target, the positron beam was modeled

as either a realistic Gaussian distribution centered at 30 MeV with a 2 MeV FWHM or a

monoenergetic 30 MeV spectrum. All materials were modeled as cold matter which will

underestimate the stopping power and Coulomb scattering by ∼30% compared to other

Monte Carlo codes and analytic models for warm (5 keV) dense (300 g/cm3) matter [113, 114],
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which is applicable to the conditions of central implosion hot spot.

In order to overfill the target area by roughly a factor of two, the distance between source

and capsule was changed accordingly, while keeping the detector plane at a constant 30 cm

from the radiography target where the system magnification was between 15 and 60. The

standoff distance to the detector is similar to other currently deployed diagnostics at the NIF

and Omega facilities. A modeled perfect detector collects both the positron position and

energy, simulating either a 2D radiograph or an EPPS-like charged particle spectrometer with

an extended slit. Only positrons are collected where the dose associated with bremsstrahlung

photons or Compton electrons emitted from the target are not considered.

A total of 2 × 107 positrons were modeled using Geant4 to radiograph four fuel-only

capsules with the results shown in Fig. 6.3. The positron number density at the target plane

ranged from 1.6 × 108/mm2 to 4.3 × 105/mm2 for the highest and lowest magnification,

respectively. An Omega EP positron source is expected to produce positron area densities

103–104 times higher than this, reducing the statistical noise observed in the presented ra-

diographs. Each radiograph image shows large contrast at the edges of the target where a

vertically-integrated lineout of the center 10% of the shell area has modulations in positron

signal varying between 50% for the uncompressed capsule to 87% for the in-flight capsules.

At stagnation, positrons are scattered away from the target, leaving a completely opaque

shadow of the capsule. This shows that the shell radial dimensions can always be retrieved

in the high-density limit. Before stagnation, a pileup of signal can be seen surrounding the

targets creating a halo of positrons. Coulomb scattering will reduce incident positron ener-

gies by only a few percent while also imparting a very small transverse momentum increase.

These small angular deviation give rise to the observed ring of signal around the target for

areal densities up to 0.2 g/cm2. The density dependence of the scattered positrons provides

a constraint on the recovery conditions of the target. For the stagnation case, however, the

scattering strength is a limiting factor to the 2D radiographs where the positrons scatter into

larger angles and the image appears uniformly illuminated with a complete shadow around

the target.

Despite a lack of radial contours for the stagnation capsule, the energy spectrum of

the down-scattered particle reveals density-dependent signatures. A monoenergetic source
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Figure 6.3: Positron radiographs of fuel-only ICF capsules at various in-flight configurations
using 30 MeV Gaussian-spectrum positrons. Lineouts of positron signal are taken
horizontally between the dashed lines (±5% of shell radius) and plotted below as
in solid red. An arbitrary unit scale for the lineout (right axis) is normalized to
the background signal. The fuel radius RDT, shell thickness dRDT, and system
magnification, M , are as follows:
(a) Uncompressed: RDT = 1 mm, dRDT = 100 µm, M = 15.
(b) Inflight: RDT = 500 µm, dRDT = 70 µm, M = 30.
(c) Inflight: RDT = 100 µm, dRDT = 50 µm, M = 60.
(d) Stagnation: RDT = 50 µm, dRDT = 20 µm, M = 60.
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Figure 6.4: Positron spectrum after radiographing a fuel-only ICF capsule at peak areal
density (2 g/cm2) using monoenergetic 30 MeV positrons, assuming a total flux
of Ne+ = 3 × 1013. Positrons that have been energy down-scattered can reveal
information about the density of the material it traversed.
(a) Spatial and spectral components of scattered positrons.
(b) Energy spectrum of all positrons collected using a 1 mm slit.
(c) Radial lineouts from (b) at various energies. The highest energy positrons
have a large radial dependence whereas positrons that have lost more energy are
scattered into much larger angles.
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was used to discriminate between initial and scattered particles, where a radially integrated

positron spectrum for the stagnation case can be seen in Fig. 6.4(a) in which the colorscale

denotes signal intensity. Positrons that have incurred the least energy loss, arriving at the

detector with most of the initial 30 MeV energy show the strongest radial dependence. This

is demonstrated further by integrating radially for various energies where positron signal

falls off slightly for lower energies (see Fig. 6.4(c)). The pronounced feature in the integrated

energy spectrum observed at 27 MeV in Figs. 6.4(a) and 6.4(b) is due to the hollow-core

geometry of the shell. The on-axis positrons traverse significantly less material than those

which take the chord length of a solid shell. The total number of positrons arriving at the

detector is estimated by assuming a 1 mm entrance slit to a detector and an initial beam

strength of Ne+ = 3 × 1013. The maximum signal of 1010 positrons/MeV/Sr at 27 MeV is

well above the typical noise threshold for the current design of EPPS. If the positron beam

were to be produced by Omega EP, the signal strength remains above the detector threshold

of 108 positrons/MeV/Sr. In an environment with a significantly higher background, such

as a 12 kJ ARC shot, it is anticipated a signal which is 100 times the background for 1 kJ

Omega EP shots (as in Fig. 6.4(c)) would remain above the noise for a well-shielded image

plate charged particle spectrometer.

The radiograph simulations were repeated for the case that includes both the fuel and

ablation shell with results shown in Fig. 6.5. Here, the presence of the shell is most dramati-

cally seen in the uncompressed capsule where the density is significantly larger than the DT

ice. Small perturbation, on the order of the simulation noise, exists in the intensity lineout

shape for the two moderate areal densities, 0.02 and 0.2 g/cm2. In each case, however, a

high-contrast target interface exists allowing for accurate measurement of the shell size and

spatial modulations, if any.

The charged nature of positrons causes them to be susceptible to electric and magnetic

fields surrounding the capsule. Proton deflectometry has successfully been used to measure

temporally dynamic magnetic fields driven by laser-matter interactions using a grid projec-

tion [115, 116]. Magnetic fields have been measured using this technique on the surface of

ICF capsules to be on the order of and 100 T [117, 118]. Therefore, spatially uniform or

slowly varying fields could, in principle be measured by protons; however, their low mass
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Figure 6.5: Positron radiographs of fuel and ablator ICF capsules at various in flight config-
urations using Gaussian 30 MeV positrons. Lineouts of positron signal are taken
horizontally between the dashed lines and plotted below (solid). An arbitrary
unit scale on the lineout (right axis) is normalized to the background signal.
Thin lines superimposed over the radiograph show the boundary between vac-
uum, fuel, and ablator. The geometry of the capsules are as follows:
(a) Uncompressed: RDT = 1 mm, dRDT = 100 µm, dRCH = 200 µm.
(b) Inflight: RDT = 500 µm, dRDT = 70 µm, dRCH = 100 µm.
(c) Inflight: RDT = 100 µm, dRDT = 50 µm, dRCH = 50 µm.
(d) Stagnation: RDT = 50 µm, dRDT = 20 µm, dRCH = 20 µm.
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limits the maximum fields the particle can traverse before being deflected beyond the solid

angle of a practical detector.

For a geometry such as the one described here, a maximum deflection distance of 1–5 cm

is tolerable. The displacement, ξ, of a particle relative to its trajectory without a magnetic

field is [119]

ξ = −qa(A− a)

Amv

∫
B× d`, (6.1)

where q, m, v are the particle charge, mass, and velocity. The geometric parameters A and

a are the distance from source to detector and source to target respectively and d` is the

differential path length the particle traverses through a magnetic field B . For the maximum

magnification scenario, A = 305 mm, a = 5 mm, such that ξ = 3
∫

B × d`, where B and

d` are measured in Teslas and meters, respectively. Therefore, positron deflectometry for

this geometry is limited to magnetic fields on the order of 10 T over spatial durations of

∼1 mm. If the detector geometry restrictions are more stringent where the field of view is

on the order of 1 mm, similar to the case for the current design of the EPPS, the maximum

magnetic field reduces 1 T over 1 mm.

This feasibility study concludes that currently available positron sources have the neces-

sary energy bandwidth, mean energy, and divergence necessary to successfully radiograph a

fuel-only ICF capsule. With the addition of experimental complexities, namely the ablator

shell, the scattering of positrons within the fuel becomes indistinct. For indirect drive, with

hohlraum walls, the signal would be obscured further. It is conceivable, that in a direct drive

scenario where the laser nearly burn through the entire ablator, that positron radiography

would be successful. Further work is necessary to determine the optimal parameters, where

the current study was designed only to investigate the most ideal platforms. Additional uses

for positrons in this regime of warm dense matter would be to allow positrons to thermalize

in the volume of interest and observe the Doppler shifted annihilation radiation which is a

measure of volumetric temperature. This is briefly explored in Appendix B.
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CHAPTER VII

Conclusion and Future Work

Laser-produced positron-electron pair jets are unique in their capability to recreate as-

pects of fundamental physics involved with some of the most energetic astrophysical phe-

nomenon in the universe. This dissertation described experiments and simulations that

attempted to meet the challenge of accurately predicting, controlling, and manipulating cre-

ated pairs. These results contribute to the goal of enabling novel laboratory-based studies

of astrophysically-relevant shocks and collective behaviors of relativistic pair plasmas.

Laser-wakefield electron sources were explored as a compact, high repetition rate plat-

form for high energy pairs with potential applications to the creation of charge-neutral

pair plasmas. This work was partially motivated by reports of very dense, low-divergence

positrons sources using only moderate LWFA beam parameters. It was found that, even for

initially highly energetic and collimated electrons, energy loss and scattering mechanisms in

the target create a fundamental limit to the divergence and energy spectrum of the emitted

positrons. Collisional Coulomb scattering dominates over bremsstrahlung, pair production,

and Compton scattering as the largest contributor to transverse momentum for even targets

of 100 µm in thickness. This result shows that the initial divergence in the plasma acceler-

ated electrons is inconsequential to the final emitted positron beam. If, however, the emitted

positrons can be collimated, the LWFA electrons could be a candidate platform for future

laboratory-astrophysics experiments.

An experiment investigating the effective position yield for any elemental target using

picosecond-class ultraintense lasers was performed. It was found that a simple power-law

scaling, derived from the Bethe-Heitler pair production process, is sufficient to describe the
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positron emission results for all target materials. Monte Carlo simulations further suggest

that a laser intensity plateau exists where it is ideal to generate a Maxwellian electron

temperature in the range of 15–20 MeV. Once this intensity is reached, positron production is

best maximized with increasing laser energy. This experiment relied on an axially symmetric

electromagnetic coil that was used to focus emitted pairs, increasing the effective collection

angle of the detector and facilitating the measurement of positrons from mid-Z materials.

A collimating coil such as the one used here shows promise as a means to maintain a pair

plasma over a large distance with only moderate growth of the transverse spot size and could

be easily coupled to the LWFA platform.

Finally, a future application of laser-generated pairs was considered by exploring the

feasibility of radiographing an imploding inertial confinement fusion capsule for ignition-

relevant conditions. For an in-flight areal density of 0.02–0.2 g/cm2, currently available

positron sources are capable of making density and spatial measurements of the compressed

deuterium-tritium fuel. It was found that for higher densities the shape of the shell can be

recovered, and if an imaging spectrometer were to be used, it is possible to use the radial

distribution of down-scattered positrons to constrain the capsule density.

Future experiments include testing fundamental relativistic plasma physics by interact-

ing low-divergence, high-density pair plasma jets with ambient plasma or with another jet.

Although such interactions have been considered for some time, the experimental platform

has never existed to compare competing models of energy transfer in single-component or

two-component plasmas. Using the next generation lasers, under construction or recently

commissioned, interacting jets of pair plasmas will be capable of reaching the linear regime of

collisionless shock creation and near-future laser platforms could reach the nonlinear regime.

The field of laser-generated positrons is very young with many questions remaining to be

answered. It is the hope of the author that a meaningful step forward has been made with

the contributions included in this dissertation.
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APPENDIX A

Quick References

This section is designed to be a quick reference to many of the equations and calculations

that are either covered extensively in the body of this work or are reformulations of common

expressions. The Lorentz factor, energy, and momentum of a particle are related by

γ =
KE +mc2

mc2
=

1√
1− β2

=

√
1 +

p2

m2
ec

2
, (A.1)

β =
v

c
=

√
1− 1

γ2
, (A.2)

E = pc, and (A.3)

p = γmv. (A.4)

The normalized laser vector potential is given by

a0 =
e|EL|
meωc

=
e|EL|λL
2πmec2

=
eλL

2πmec2

√
2IL
ε0c

= 0.8549(I18λ
2
µm)1/2. (A.5)

The relativistic laser regime begins when a0 > 1, IL = 1.2× 1018 W/cm2 for 1.053 µm laser

light. The critical density is defined by the point at which the plasma frequency is equal to

the laser frequency. An electromagnetic field cannot propagate in a plasma with an electron

density at or above this value. The critical density is then,

nc =
ω2
Lme

4πe2
' 1.1× 1021 λµm cm−3. (A.6)
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APPENDIX B

Doppler Broadening of Annihilation Radiation

Positron and electron pairs that annihilate with a nonzero kinetic energy emit photons

of energy greater than the rest mass of an electron. From a laboratory rest frame, the net

momentum of the pairs at annihilation will affect the observed energy of the annihilation

photons. If the pairs are moving away from the observer, the 511 keV photon will appear

red-shifted, while pairs moving towards the observer will appear blue-shifted. The Doppler

broadening of the annihilation radiation has potential to be used as a diagnostic of high

energy density plasmas in the laboratory.

Consider a region of quasi-stable, hot, dense plasma with a temperature of the order

100 eV. If laser-generated pairs are introduced to the system, a fraction of the lowest-energy

positrons, which make up the majority of the initial population, will begin to scatter from

and thermalize with the background plasma. If the confinement time of the plasma is long

enough, the thermalized positrons will annihilate and a measure of the Doppler width gives a

direct measurement of the plasma temperature. This technique has been used to determine

the plasma temperatures of solar flares [120]. Furthermore, the pair annihilation rate is

density dependent with lifetimes on the order of ps after thermalizing. If the positrons could

be slowed down and injected at defined times into a dynamic system, snapshots of the density

and temperature are possible.

To better understand the the signal broadening, we use the frame in which the center of

mass of the pair is at rest, p+ = −p−, where p+ and p− are the momentum of the positron
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and electron respectively. A transformation from the center of mass system to a laboratory

reference frame uses the Lorentz transformation,

ω = γ (ω′ ± k · v) = γω′
(

1± v

c
cos θ

)
, (B.1)

where ω is the frequency of the photon in the laboratory frame, ω′ in the pair frame, |k| = ω/c

for electromagnetic radiation, and v is the center of mass velocity in the laboratory frame.

The angle θ is defined between the center of mass momentum and the angle of observation.

The choice of ± is whether the center of mass is moving towards or away from the observation

point. Since ω is directly proportional to E, the photon energy, this can be rewritten for the

case of a pair annihilation to be,

E ′ = γmc2
(

1− v

c
cos θ

)
. (B.2)

Here, we are considering a case in which the electrons and positrons are thermalized with the

bulk, the velocities of the particles are non-relativistic and can be expressed by a Maxwell-

Boltzmann distribution,

f(v) =

(
me

2πkBT

)3/2

exp

(
−

1
2
mv2

kBT

)
, (B.3)

where kB is the Boltzmann constant and T is the thermalized temperature.

A photon emitted in the same direction as the center of mass velocity obtains the largest

possible Doppler shift. It is equivalent to say cos θ = 1 resulting in |v| = c (E/mc2 − 1).

Substituting into Eq. (B.3) gives a distribution of the form,

f(E) =

(
me

2πkBT

)3/2

exp

(
−(E/mc2 − 1)2

2mc2kBT

)
. (B.4)

Comparing the above equation with the form of a Gaussian distribution, the FWHM is given

by

FWHM = 2
√

2 ln(2)σ = 2
√

2 ln(2)
√
mc2kBT = 1.5 keV

√
T

104 K
. (B.5)

For a bulk electron temperature of 200 eV (2.3 × 106 K), the expected Doppler broadened
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Figure B.1: Example Doppler broadening of direct annihilation of thermal positrons and
electrons with a Maxwellian temperature of 100eV = 1.16×106 K. The full width
at half maximum of the Gaussian distribution is related to the temperature of
the bulk by Eq. (B.5).

FWHM is ∼20 keV. When thermalized, the annihilating radiation is emitted isotropically,

where the maximum peak width is given by Eq. B.5. This analysis is done assuming in-

flight annihilation, which depending on the densities and temperatures of the plasma, is the

dominant annihilation mechanism. If the pairs first form positronium (and dependent on the

singlet or triplet formation and whether charge exchange occurs, in which atomic electrons

are involved), the resulting energy distribution is non-Maxwellian. These finer points should

be considered depending on the intended platform for which annihilation radiation will be

used as a diagnostic.
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APPENDIX C

Uncertainty Propagation for EPPS data

Propagating error to the final electron spectrum is carried out in several steps. Uncer-

tainty in the measured value of image plate was empirically determined by multiple large-area

exposures of a uniform carbon-14 source. The standard deviation of the signal over a uniform

area was found to scale as R2
√

3S, where R is the scanner resolution and S is the measured

signal in physical units of PSL [121].

The uncertainty is calculated by the generalized propagation of error for a function prod-

ucts and quotients, q = (x× . . .× z)/(u× . . .× z), where

δq

|q| =

√(
δx

x

)2

+ . . .+

(
δz

z

)2

+

(
δu

u

)2

+ . . .+

(
δw

w

)2

. (C.1)

This form is appropriate to use for the EPPS since the terms are uncorrelated and relatively

small. For the EPPS, we first find the uncertainty in each term where the functional form

of the electron spectrum per unit energy per solid angle is

dNi

dE
=

(Di −BGi)∆Dy

(Ei+1 − Ei)× Ω× f(t)× Φ(Ei)
(C.2)

where Di−BGi is the background subtracted data of the ith pixel, E is the energy dispersion,

Ω is the solid angle of the system, f(t) is the time dependent fading factor of the image plate,

Φ is the physical scanning unit PSL to number of electrons, and ∆Dy is the signal width in

the non-dispersion direction.
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The error associated with the dispersion curve is estimated to be 5%. Uncertainty in the

geometric solid angle is a constant such that δΩ = Ω [(δSh/Sh)
2 + (δSv/Sv)

2 + (δd/d)2]1/2

where Sv,h is the vertical and horizontal slit size and d is the distance between the electron

source and slit. The image plate fading factor is an analytic function where the error is given

by

δf(t) =

√(
∂f

∂y0

δy0

)2

+

(
∂f

∂A1

δA1

)2

+

(
∂f

∂τ1

δτ1

)2

+

(
∂f

∂A2

δA2

)2

+

(
∂f

∂τ2

δτ2

)2

+

(
∂f

∂t
δt

)2

=

[
(δy0)2 + (exp (−t/τ1)δA1)2 +

(
A1

τ 2
1

exp (−t/τ1)δτ1

)2

+ (exp (−t/τ2)δA2)2

+

(
A2

τ 2
2

exp (−t/τ2)δτ2

)2

+

({
−A1

τ1

exp (−t/τ1)− A2

τ2

exp (−t/τ2)

}
δt

)2
]1/2

, (C.3)

and the fading coefficients are given in Table 3.1.

The error associated with the conversion from PSL to number of electrons is given in

Chen et al. [71] that also includes data from Tanaka et al. [70]. These datasets, and Monte

Carlo simulations supporting their findings are summarized in Bonnet et al. [122].

Image plate data is recorded as 16-bit integers and converted to units of PSL through

the following relation,

PSL =

(
Rµm

100

)2(
4000

S

)
10L[G/(2B−1)−0.5], (C.4)

where R is the pixel size in microns, S is the sensitivity setting, L is the latitude, B is

the dynamic range, and G is the integer pixel value. Since the scanner uses a photon-

counting photomultiplier tube, a counting statistics error estimate is used, where δG =
√
G.

Propagating this uncertainty gives

δPSL = δG

∣∣∣∣dPSLdG

∣∣∣∣ =
√
G

(
Rµm

100

)2(
4000

S

)(
ln 10

2B − 1

)
10L[G/(2B−1)−0.5], (C.5)

which is carried through to the measure of Di and BGi, where δai =
√
δD2

i + δBG2
i .

128



APPENDIX D

EPPS Data Analysis Tool

Figure D.1: Main GUI of EPPS Data Analysis Tool.

This guide describes how to use the EPPS Data Analysis Tool (EDAT). This Matlab

GUI was designed to process batches of EPPS data and provide basic analysis information

and currently supports only the analysis of electron and positron data from Dr. Hui Chen’s

EPPS-family of permanent magnet charged particle spectrometers. The EDAT needs several

inputs:
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Figure D.2: Metadata GUI of EPPS Data Analysis Tool.

1. Lineout of EPPS data (signal and background noise) in units of PSL

2. Geometric Setup

(a) Distance between target and entrance slit

(b) Entrance slit dimensions

(c) Dispersion curve particle type

3. Image Plate Setup

(a) Image plate type

(b) Scanner resolution

(c) Width of the signal

4. Time between exposure and scan

Items 2–4 on the above list are referred to here as the shot “metadata” and can be set as a

batch using the “Set metadata” button (see Fig. D.1).

The Metadata GUI (see Fig. D.2) batch processes all available line outs. By highlighting

the “Export” flag in the right-most column and clicking “Export Selected Metadata,” a

text file will be created that stores all the relevant metadata information. The shot-to-

scan time will be calculated automatically, as will the scan resolution, from the available

“filename.inf” image plate scan file. The diagnostic dispersion selection (e.g. “EPPS - high

res”) is important for the very low-energy and very high-energy signals since the dispersion

for “E” and “P” is very similar for nominally 5-50 MeV.

130



Figure D.3: Setting the front of the lineout is done by using the sliders at the bottom to
remove any zero-signal pixels in the lineout.

Loading data and background lineouts is performed at the Main GUI. Once all prereq-

uisites of use are met, lineouts can be loaded by:

1. Establishing the root directory for all lineout files (folder where lineouts are saved).

The lineout files must be included in the root directly set by the Main GUI.

2. Clicking “Choose data file”

This will automatically load and scale the data file and background file, assuming the shot

names are the same and only differ in the data file extension ( e.txt and bg.txt). If these

are different, the background will need to be added independently.

Adjusting data lineouts can be seen in Fig. D.3. It is not necessary at the lineout

measurement to remove all zero-signal points. The sliders at the bottom of the “Raw Data”

figure will adjust the zero-point of the lineout. The inset provides a zoomed-in view of the

first 30 pixels. For the Data figure, only the left crop must be set, where the figures below

show the uncropped (left) and cropped (right) data set.

The background lineout crop, shown in Fig. D.4 follows the signal crop, however, both

the left and right edges must be set in order to perform a parameterized fit to the background

data. The below set of figures shows the progression from the [1] original background lineout,

[2] setting the left crop by omitting zero-point data, and [3] setting the right margin to the

background-only region (region before the signal begins to climb again from influence of the
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Figure D.4: Cropping the background lineouts removes the initial zero-signal points and
crops the background to the point at which noise from the protons is evident.

protons) and fitting the data to a double-exponential profile. Options for the background fit

include:

1. Fit for double-exponential profile with a constant vertical offset

2. Fit for double-exponential profile with a Gaussian superimposed

3. Fit for double-exponential profile without an offset

4. Setting background values to all zero

5. Using the unfitted background data

6. Setting a region of the background data to omit for the purposes of the fit functions

7. “Smooth BG Data” button, which sometimes is helpful with noisy data.

Before selecting Analyze Data, a double-check should be performed that includes:

1. Cropping both signal and background lineouts

2. Fitting background lineout if applicable

3. All shot metadata is correct

The beta version release of this software includes, at the time of this publication, a large list

of options, buttons, and settings and following is an attempt to create a complete list:

1. “Set error bars” button — The error bars are meant to give a rough idea of the prop-

agated uncertainty in the measurement. Use this only as a ‘by-eye’ view of the error

where the confidence on the error values is not good enough to be cited in presenting

the analysis or in publications.

132



2. “Load next set” button — This button works some of the time but is buggy, especially

for non-standard naming conventions and sometimes for single-digit shot numbers (1-

9). Use at your own risk.

3. Context Menus for Background Data Figure All functionality of the context menus on

the BG data figure (right clicks options) should work, however, no guarantee is given

that they will work on the first try. Use proper diligence: what you ask for is what

you’re given.
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Shaughnessy, V. A. Smalyuk, B. K. Spears, C. Stoeckl, W. Stoeffl, L. Suter, C. A.
Thomas, R. Tommasini, R. P. Town, S. V. Weber, P. J. Wegner, K. Widman, M. Wilke,
D. C. Wilson, C. B. Yeamans, and A. Zylstra. Progress towards ignition on the national
ignition facility. Phys. Plasmas, 20(7):070501, 2013. doi: http://dx.doi.org/10.1063/
1.4816115. URL http://scitation.aip.org/content/aip/journal/pop/20/7/10.

1063/1.4816115.

[112] S. Atzeni and J. Meyer-ter Vehn. The Physics of Inertial Fusion: BeamPlasma Inter-
action, Hydrodynamics, Hot Dense Matter: BeamPlasma Interaction, Hydrodynamics,
Hot Dense Matter, volume 125. Clarendon Press, 2004.

[113] S. Atzeni, A. Schiavi, and J. R. Davies. Stopping and scattering of relativistic electron
beams in dense plasmas and requirements for fast ignition. Plasma Phys. Controlled
Fusion, 51(1):015016, 2009. URL http://stacks.iop.org/0741-3335/51/i=1/a=

015016.

[114] D. J. Strozzi, M. Tabak, D. J. Larson, L. Divol, A. J. Kemp, C. Bellei, M. M. Mari-
nak, and M. H. Key. Fast-ignition transport studies: Realistic electron source, inte-
grated particle-in-cell and hydrodynamic modeling, imposed magnetic fields. Phys.
Plasmas, 19(7):072711, 2012. doi: http://dx.doi.org/10.1063/1.4739294. URL http:

//scitation.aip.org/content/aip/journal/pop/19/7/10.1063/1.4739294.

[115] M. Borghesi, A. Schiavi, D. H. Campbell, M. G. Haines, O. Willi, A. J. MacKinnon,
L. A. Gizzi, M. Galimberti, R. J. Clarke, and H. Ruhl. Proton imaging: a diagnostic

147



for inertial confinement fusion/fast ignitor studies. Plasma Phys. Controlled Fusion,
43(12A):A267, 2001. URL http://stacks.iop.org/0741-3335/43/i=12A/a=320.

[116] A. J. Mackinnon, P. K. Patel, R. P. Town, M. J. Edwards, T. Phillips, S. C. Lerner,
D. W. Price, D. Hicks, M. H. Key, S. Hatchett, S. C. Wilks, M. Borghesi, L. Romag-
nani, S. Kar, T. Toncian, G. Pretzler, O. Willi, M. Koenig, E. Martinolli, S. Lepape,
A. Benuzzi-Mounaix, P. Audebert, J. C. Gauthier, J. King, R. Snavely, R. R. Free-
man, and T. Boehlly. Proton radiography as an electromagnetic field and density
perturbation diagnostic (invited). Rev. Sci. Instrum., 75(10):3531–3536, 2004. doi:
http://dx.doi.org/10.1063/1.1788893. URL http://scitation.aip.org/content/

aip/journal/rsi/75/10/10.1063/1.1788893.
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